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OF POOR QUALITY
PREFACE

This volume is the first of four which make up the Multisatellite Attitude
Determination/Optical Aspect Bias Determination (MSAD/OABIAS) System
Descriptioa and Operating Guide. The volumes are

Volume 1 - Introduction and Analysis

Volume 2 - System Description

Volume 3 - Operating Guide

Volume 4 - Program Listing and Sample Execution

This volume contains an introductory exposition of the MSAD/OABIAS System
and describes the analytic basis for the OABIAS subsystem. This includes a
detailed discussion of the recursive estimator algorithm, each of the 12 state

vector elements, and the 8 observation models used.

Volume 2 describes the system flow and the components of the MSAD/OABIAS

_ System. The table language description in this volume provides detailed infor-
mation relating the operational displays on the IBM 2250 display device to
specific COMMON areas and subroutines within the MSAD/OABIAS System.

Volume 3 contains a complete description of all MSAD/OABIAS NAMELIST
control parameters, a description ar4 sample of all printed output unique to
OABIAS 2nd of cach IBM 2250 gr;iphics display, an explanation of and user
responsc for all crror messages generated by the MSAD/OABIAS System,

and a listing of the Job Control Language (JCL) required to operate the system.

Volume 4 contains the program listing with supplementary output and line
printer plots of all 1BM 2250 displays occurring during a sample execution
of the program. This volume prescrves, in source form, the MSAD/OABIAS

System as it is presented in this document.
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OF POOR QUALITY
ABSTRACT

This document describes the Multisatellite Attitude Determinatjon/Optical
Aspcet Bias Determination (MSAD/OABIAS) Sysicm, designed to determine
spin axis orientation and biascs in the alignment or performance of optical or
infrared horizon sensors and Sun sensors used for spacceraft attitude dcter—
mination. MSAD/OABIAS uses any combination of cight observation modcls to
process data from a single onboard horizon sensor and Sun sensor to determine
simultaneously the two componenté of the attitude of the spacecraft, the initial
phase of the Sun sensor, the spin rate, seven scnsor biases, and the orbital
in-track error associated with the spacecraft ephemeris information supplied
to the system. In sddition, the MSAD/OABIAS System provides a data simu-
lator for system and performance testing, an independent deterministic attitude
system for preprocessing and independent testing of biases determined, and a

multipurpose data prediction and comparison system.

MSAD/OABIAS has extensive capabilities for an interactive graphics mode and’
makes use of the Graphics Executive Support System (GESS), formerly known
as the Multisatellite Attitude Determination System (MSAD) services. MSAD/
OABIAS is a multisatcllite system capable of supporting, in its present form,
the Small Scientific Satellite (83), the Interplanetary Monitoring Platform (IMP),
the Atmosphere Explorer (AE), and the Synchronous Metecorological Satellite
(SMS) missions or any similar missions using optical or infrared horizon
scanners and providing attitude data that can be read by the MSAD/OABIAS
System. .
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SECTION 1 - INTRO./UCTION

1.1 MOTIVAT!CN FOR DIAS DETERMINATION

In the sim.plcst. spin-stabilized satellitc attifude determination problem, the

" state vector consists of only two elements v*.ich define the orientation of the
angular momentum vector in inertial space. In practice it is known that the
presence of biascs caused by the misalignment of scnsors, or by misspecified
hardware characteristies, will cause ‘naccuracies or the complete breakdown
of the simple attitude determination computations., This can lead to inaccu-
racies iﬁ attitude control if the spacecraft spin axis grientatiou cannot be deter-
mined to within control system uncertainties, or worse, it can lead to attitude
determination blackouts during which computations yield no solution for attitude.
Therefore, in more realistic analyses, additional elements, e.g., sensor '
mounting angles which affect the accuracy of an attitude estimate, are included

_ in the state ventor compntation to provide improved knowledge of the values

of parameters,

Accurate bias determination will permit more aceurate spacecraft attitude
determination and controi 1han coulC be accormplished purely on the basis of
prelaunc: measurements. Highly accurate prelaunch measurements not only
are difficult and expensive to obtain but also may be invalidated by postlaunch
changes in the spacecraft due to the i'mal or mechanical shocks. Also, space-
craft dynamic fimbalance effects which may appear as sensor biases are ex-
pensive to remove compleiely before launch and may chairge due to discrete

events in the mission profile, such as apogee motor firing or boom aeployment,

The Multisatellite Attilude Determiination/Optical Aspect Bias Determination
(MSAD/OABIAS) System in its present form provides the nccessary bias de--
termination and spin axis attitude refinement for spin-stabilized spacecraft

with sensor confirurations which include Sun sensors and horizon sensors,
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The sensor observables are accurately modeled and are used in 2 recursive
least-squares [ilter technique to estimate the clements of a state vector, which
include the two components of the 5ttitudc; Sim scnsor azimuth, :clcvnfion and
planc tilt; Earth seasor azimuth and clevation; Earth sensor-triggering thresh-
- old; and fixed time delays on scnsor triggerings. In addition, a state vector
component is used to correct the in-track orbital position, <. hich is the most

likely orbital error as well as the largest single orbital uncertainty.

The interactive graphics capabilitics programmed into MSAD/OAB'AS provide
for a synergistic collaboration between analyst and computer. Generally, it is
not feasible to solve for spin axis attitude, sensor misalignments, and orbital
position simultaneously. Analyst intervention is required to select the data
span and to clioose the variables to be solved using that data span. The com-
puter program can best evaluate the numerical parameters and the fit to the
data. Analyst scrutiny is required further to detect the possibility of unmodcled
effects in the data, which may arise from the use of an early orbit estimate or

from anomalous sensor performance.

MSAD/OABIAS is, therefore, an interactive data processing system for de-
termining the maximum information content of a spacecraft attitude sensor
data set. )

1.2 HISTORICAL BACKGROUND

- Prior to the devclopment of the MSAD/OABIAS System, the Optical Aspect
Attitude Determination System (OASYS) was used to evaluate biases. During
mission support, biases were obscrved through large dispersions between
single-frame deterministic attitude solutions or through large spans of data
which yviclded no solution. Several trial and error techniques werc developed
to adjust bias parameter on input to OASY'S to reduce the attitude solution dis-
persion and to improve the quality of the fit to the data. This latter adjustment

was accomplished by displaying the raw data superimposcd on a computer

1-2
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prediction of the data based on the system~determined attitudes and system-
estimated binses. In addition, it was possible {o determine fixed-angle biascs
on the Sun angle, the nadir angle,.and the dihedral angles calculatea for input
to the diffcreniial correction subsystem of OASYS. Biases which could not be
treated as fixed-angle biascs due to the Earth sensor-triggering threshold (such
as, the sensor-mounting angle bias or the bias on the apparent radius .of the
Earth) could be determined only by the manual trial and error techniques. Al-
though it was possible to develop considerable analyst expertise in recognizing
what biases could be applied to fit the data, these techniques had several draw-

backs.

One drawback was that because the nadir angles or dihedral angles are computed
through nonlinear {ransformation of measurements, the biases of these angles
vere not necessarily physically meaningful. Also, if more than one bias was
present, manual trial and error techniques were too slow for real-time support

and led to unce ctainties about the uniqueness of the bias solution determined.

MSAD/OABIAS was designed to address the above difficulties. It uses as input
the true measurements received in the telemetry, and its interactive graphics
control structurc is designed to speed operational and analytical processing.
MSAD/OABIAS evolved from a study of analytical techniques for recursive
least-squares Kalman filters (Reference 1). The prelim-inary design (Refer—
ence 2) added a bias determination subsystem to the existing OASYS at the point

at which the diff.rential correction subsystem was invoked,

MSAD/OABIAS is a multisaicllite systcm and has been used on data from the
Interplanctary Monitoring Platform (IMT), the Small Scientific Satellite (83),
the Radio Astronomy Explorer-B (RAE-B), the Atmosphere Explorer-C (AL-C)
and the Synchronous Meteorological Satellite-A and -B (SMS-A, -B). The user

1-3
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simply suppiics MSAD/OABIAS with a sensor-measurement data set in a

standard l'ormnt.1
1.3 SYSTEM OVERVIEW .

All interactive graphics display services and the interactive control of program
flow in MSAD/OABIAS are accomplished through the Graphics Executive Support
System (GESS). This system may be considered an overall executive control
program or a subsystem of programs which supply graphics support to MSAD/
OABIAS at specified points in the program flow. In addition to GESS, five main
functional subsystems exist in MSAD/OABIAS. These are

1. Data selection and adjustment subsystem (OADRIV)

2, Data simulator subsystem (ODAP)

3. Deterministic aititude determination processor subsystem (OASYS)
4, Recursive least-squares filter subsystem (OABIAS)

S. Data prediction and solution comparison subsystem (PLOTOC)

Also, an auxiliary routine (AECOPY) copies AE-C spacecraft data in a form
readable by the MSAD/OABIAS System. Figure 1-1 shows these major func-
tional subsystems in a program baseline diagram hierarchy. OAMAIN and

OPMAIN are drivers and are shown for the sake of accuracy. .

_ In the standard processing sequence, the GESS executive calls the system
driver OADRIV. OADRIV either obtains the data to be processed from an
OABIAS measurement data set or causes the data simulator ODAP to be in-
voked. In the casec of AE-C data, AECOPY must be invoked by OADRIV to
produce the standard OABIAS measurement data set.  OADRIV then calls the
deterministic processor OASYS (through OPMAIN), and the deterministic so~

lution is used as an a priori estimate in the recursive least-squares filter

v
1Duc to the exigencies of the AE-C mission, this slundard format wis violated,
necessitat ng the development of a utility interface routine,
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subsystem OABIAS. The user may call the data prediction and graphical solu-
tion comparison subsystem PLOTOC from OABIAS or asynchronously irom
OASYS. (Recfcr to Volume III for a thorough presenfation oi the mechanics of

the .grnphic:ll processing options,)

MSAD/OCABIAS has multiple options for accessing ephemcris data which are
required by all of the subsystems. Options are available through the multi-
satellite routine EPIIEMG to read spacecraft ephemerides as well as iunar and
solar ephemerides. The position qf the spacecraft can be obtained from either
the Definitive Orbit Determination System (DODS) file (Reference 3) or the
Goddard Trajectory Determination System (GTDS) file (Reference 4). It also
can be initernnlly generated through a simple orbit generator (ORBGEN). The
positions of the Sun and the Moon can be obtained from a Jet Propulsion Lab-
oratory (JI’L) ephemeris file (Reference 5) or a SUNRD file (Reference 6).
These positions likewise can be generated internally by using SUN1 for the .
Sun and ORBGEN for the Moon. Internally-generated ephemerides are useful
for simulation purposes. The user is not constrained to use the same ephem-

eris source in simulating and processing data.
1.3.1 QADRIV

OADRIV is the main control subroutine for the MSAD/OABIAS S}stem. Opera-
tionally, it scrves as the data evaluation, selection, and adjustment subsystem.
Although the res. of the MSAD/OABIAS Sysiem is limited to 200 frames of data,
if core storayc is not limited, OADRIV can accept over 1200 frames. This
enabl: . rapid and detailed data evaluation and sclection by the operator. The
OAJRIV capacity is limited to approximately 1200 frames because the storage

eapacity of the IBM 2250 display device buffer is limited.

OADRIV provides a varicty of options for sifting the data, including periodic
reading of the data by either time or frame number. Also, individual data

pu:ts in either plot or character displays may be flagged, noisc or biases
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may be added to the data (for cvaluation or testing purposcs), and the appro-
priate interval may be selected for processing by the attitude and bias deter-

mination subsysicms.,

The capability of the user to cdit the data entered in th~ determination systems
is crucial. Because of the variable quality of attitude data and the subtle data
rejection decisions which must be made bascd on knowledge of the hardware

or an understanding of spurious events (such as boom reflections), operator
intervention in the execution of the program is required. Rejection of spurious
data could be done by machine, but undoubtedly, this would require an unde-

terminable amount of additional storage.
1.3.2 ODAP -

ODAP, the data simulator subsystem in MSAD/OABIAS, is a modified graphics
version of the program described in Reference 7. It allows all system capabil-
ities to be exercised in the simulation mode, which is essential {0 any system
as large an& complex as MSAD/OABIAS. An attached simulator not only facil-
itates system testing but also makes it feasible, The simulator is also used
for prelaunch analysis and simulations. Data can be simulated for any mission
conditions, and noise and biases can be applied and passed through to the atti-
tude processors. This simulation-processing sequence can be ;'epeated as
r«oessary during a single execution of the system. The data simulator is not

normally used during mission support and can be overlayea when not in use,
1.3.3 OASYS

The OASYS subsystem, an interactive graphics version of the prog:rnm de-
seribed in Reference &, serves as a deterministic attitude determination
processor within MSAD/OABIAS. Each data frame consists of the Sun angle,
the Sun cross.ing time, and the Earth-in and Earth-out triggering times, and
can be used to compute attitude by four gecometric methods--Earth~in, Earth-

out, Earth width, and mid-scan dihedral angle. The average of these single

1-7 -
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frame solutions provides an initial estimate to the recursive least-squares filter

in OABIAS,

In addition graphical plots of the ffnmc-by-frame attitude solutions oblained
through the diffcrent methods give insight into what biases may be present.
The Earth width method, [or example, is sensitive to a bias on the apparent
ahgulnr radius of the Earth and, in the event of such a bias, yiclds results
which are diffcrent from the mid-scan dihedral angle method which is not sen-
sitive to this bias. As a check on the biases determined, the biases can be
entered in OASYS and the solutions observed graphically. The correct solu-
tion will have the effect of reducing the attitude dispersion in the single-frame
solutions and minimizing the difference between the curves for the different

solution methods.
1, 3. 4 OABIAS

OABIAS is the subsystem which determines the hiases and from which the sys-
tem as a whole takes its name. It is a recursive least-squares filter designed
to determinc spin axis atlitude, sensor biases, and in-track orbit error (Refer-

ence 2). The 12-component state vector is composed of the following elemenis:
[ X inertial component of the spin axis1 | N
) Y inertial component of the spin axis1
° Spin rate

® Phase of rotation measured from the projection of the sunline in

the spacccraft spin plane
° Seven sensor bias parimeters

o In-track orbital error

l'l‘his component is converted to right ascension and declination of the spin
axis in all output displays.
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The OABIAS subsysiem uses cight motlels (functions) of the obscrvables which
are dependent on the siate vector clements in the filtering scheme. The pro-
gram provides graphical displays, of the state vector elements on a point-by-
point basi_s as well as displays of statistical parameters; c.g., residuals and
correlation cocfficients. ‘The user has control of all input parameters from
the graphies device and can make multiple passes through the data {o achieve
an optimal solution. (Sce Section 1.4 for details of the filter and the observa-

tion models.)
1.3.5 PLOTOC

The PLOTOC subsystem provides plots of the predicted and observed Earth
widths and rotation angles. PLOTOC will display up to three predicted plots
simultaneously. Typically this data will be displaved with the deterministic
solution input to OABIAS and the OABIAS solution. The degree of fit to the -

data can then be determined visually.

_Parameters can be varied manually to see the effect on the observed fit,
Although these parameters--which include height of the atmosphere, oblate-
ness coefficients, and orbital elements-~are not in the state vector, their
potential effect on the solution must be gauged. The PLOTOC plots clearly
show unmodeled effeccts. PLOTOC provides a check on the vali&ity of the
OABIAS solutions and, because all GESS-generatcd plots can be routed to

hardcopy CalComp plots, a way to document the results.
1.4 OABIAS RECURSIVE LEAST~-SQUARES FILTER
1.4.1 Introduction

The OABIAS rccursive least-squares filter is based on eight distinct obser-

vation modcels. They are

) Modecl 1--Sun angle model

° Model 2--Sun sighting time model

1-9
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Model 3--Nadir vector projection model

Modcl 4--Horizen crossing time model A

Model 5--Sun to Eart.lz-in and Sun to Earth-out dihedral angle model
Modcl 6--Earth width modcl ‘

Model 7--Small target model

Model 8--Sun to Earth mid-sc:~. dihedral angle model

(See Section 1.4.2 for individual descriptions.) Any combination of these
models may be used. However, statistically independent models should be
chosen to obtain valid statistical uncertainties. For example, if the obser-
vations available arc the Sun angle, the Sun sighting time, and the times at
which the horizon sensor acquires and loses the disk of the Earth, a valid
choice of statistically independent models woulc be Mo s * ¢, and 8. The
addition of any other models, such as Model 5, to process the same observa-

tions would yield unrealistically low uncertainties.

Each observation model is formulated as a function of a subset of the 12 state
" vector components which include two components of the spin axis attitude, the
spin rate, the initial phase of the X axis (Sun sensor), and the following eight

biases (seven sensor biases and one orbit parameter):

1. Horizon sensor mounting angle bias (equivalent to a bias in the

elevation of the sensor relative to the spin plane)

2. Azimuth bias of the horizon sensor relative to the Sun sensor on

horizon-in triggering

3. Azimuth bias of the horizon sensor relative to the Sun sensor on

horizon-out triggering

4, Bias on the angular radius of the central body (equivalent to a

scnsor-triggering level bias)

5. Sun angle bias

1-10
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G. Sun scnsor plane tilt
7. Panoramic aititude sensor plane tilt (usced for RAE-B mission)
8. Orbital in-track erroy

It is not possible to determine all of the state vector clements from any one
obscrvation model. The dcpendence of the observation models on the state

veetor components is summarized in Table 1-1,

Within OABIAS, data is processcd one frame at a time. In order to facilitate

analysis, options are available to ﬁpdate the state vector after

e . Each observation is processed
e Each frame is processed

o A spccified number of frames is processed

If the option is taken to update the state vector on a frame-by-frame basis, an
additional option is available to iter:te through all data frames since the last
update. In thi. way, any desired degree of recursiveness is provided so that

even a batch processing differential correction can be obtained.

1.4.2 Observation Models

Of the eight OABIAS observation models, two are associated with the Sun and
six with the central body (eith~~ the Earth or the Moon). The formulation of
these observables is summarized here. (Sce Section 3 of this volume for ad-

ditinnal dctails.)

o Modcl! 1~-Sun angle model. The observable for Modcl 1 is the Sun
angle reported with the data. The predicted value is determined
by the position of the Sun (from either a solar ephemeris or an
algebraie routine) relative {o the spacecraft, the spin axis attitude,

the Sun sensor plane tilt, and the Sun angle bias,
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Modcl 2--Sun sighting time model. The observation fer Model 2 is
the projcction of the Sun vector onto a vector normal to the planc”
containing the spin axis and Sun-sensor slit. The expression for
. this projection is evaluated at the Sun sighting time, Since the Sun
must lie in the planc containing the spin axis and the Sun sensor

slit when it is sightcd, the observed value is always zero. ‘

Model 3--Nadir vector projection model. The observation for
Model 3 is the projection of a unit vector along the optical axis of
the horizon sensor onto the nadir vector. The observation is eval-

uated at the time of a horizon crossing.

Modcl 4--Horizon crossing time model. The observation for this
model is the projection of the horizon vector onto the normal to the
plane containing the spin axis and the optical axis of the horizon .
sensor. It is evaluated at the time of a horizon crossing. There-

fore, as in the case of Model 2, the observed value is zero.

Model 5--Sun to Earth-in and Sun to Earth-out dihedral angle model.
The two observables for Model § are the rotation angles from the
Sun to Earth-in crossing and from the Sun to Earth-out crossing.

These observables are available directly from the data.

Model 6-~Earth wiath model. The observable for Model 6 is the
Earth width dihedral angle, defined as the Earth-out rotation angle
minus the Earth-in rotation angle, This model does not depend on
a Sun sightiné. Therefore, it may be used when the Sun is not vis-
ible or when a Sun sighting reference time is not available from the

data (as with the AE-C whecl-mounted horizon sensors).

Model 7--Small target model, This modcl is used when the central

body is treated as a point source; c¢.g., the RAE-B mission. The
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Jbservable is the sensor mounting angle; i.e., the angle between
thc spin axis of the spacecraft and the nadir vector. The nadir vee-

tor is assumed to be along the line of sight of the horizon sensor.

- Modcl 8--Sun to Earth mid-scan dihedral angle model, The cb-
servable for this model is the dihedral angle from the Sun to the
mid-point between the Earth-in crossing and the Earth-s rossing.
For a spherical Earth this would be the same as the dih. 1ngle
from the Sun to the center of the Earth, However, for an ublate
Earth the perpendicular bisector of the great circle between the
Earth-in crossing and the Earth-out crossing generally does not

go through the Earth's center.

Models 6 and 8 are statistically independent whereas the two parts of Models 4

and 5 are not, Therefore, Models 1, 6, and 8 generally would be prefer ed

for processing over Models 1 and 5 or Models 1 and 4, However, Models 6

and 8 depend on both horizon crossings being available, whereas Models 4 and 5

treat the two horizon crossings separately. Thus, Model 4 or 5 would be used

when only a single horizon crossing was available; e.g., a sensor operating in

the visible range and triggering on one horizon crossing and the terminator.

©
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SECTION 2 - SENSOR DESCRIPTIONS

This scction desceribes the Sun sonsors and the body-fixed horizon «c tectors
which usually arc used onboard satellites supported by the MSAD/OABIAS Sys-
- tem. DBrief descriptions of the wheel-mounted horizon scunner used by the
AE-C sateliite and the panoramic attitude scaaner (PAS) used on the RAE-B
satellite also cre included. MSAD/CABIAS supported both the AE-C and the
RAE-B missions. The RAE-B PAS application necessitated OABIAS modifi-

cations which are described throughout this document,

The geometry of the Sun-sensing and horizon-sensing operations is of primary
significance to the MSAND/OABIAS System and, therefore, is emphasized. De-
tailed physical and internal characteristics of currently available senscrs are
less important to MSAD/OABIAS and, hence, are not described in this docu-

ment,
2.1 SUN SENSOR

Figure 2-1 shows the main geometric featurec of the Sun sensor system which
has been assumed in the design of MSAD/OABIAS. The sensor's field-of-view
(FOV) is fan-shaped anu is indicated in Figure 2-1 by the heavy line, The FOV
is centered about the face axis Xgg which is at an angle gm fr;m the satellite
equatorial planc. A common value for the total FOV angle 7 is "28 degrees.
The sensor is mounted such that its nominal FOV plane contains .he satellite's
spin axis 3 . (In Figure 2-1, § is shown lying in the FOV plane.) Sun sensor
systems commonly employ two sensors mounced with their face axis Xgg ON
opposite sides of the satellite's e~uatorial plane. This arrangement permits
full coverage of the celestial sphere with two 128-degree sensors and provides

redundan~v over the satellite's equatorial region,

The 10t .« of the satellite causcs the Sun sensor's FOV to sweep out a wide

belt on the celestial sphere. In Figure 2-1, this is the area betwceen the two

~
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heavy dashed iines. The sensor sces the Sun once per spin period if the Sun
lies within tais belt. Otherwise, it does not see the Sun at all, The Sun sightihg

points occur wher. the rotating FOV planc crosses the Sun vector ﬁ .

Each time the Sun is sighted, the Sun sensor system provides MSAD/OABIAS
with two picces of information--the time ts at which the sighting occurred and
the clevation angle gs of the Sun above the scnsor face axis Res at ts . The
onboard sensor itscll normally docs not establish ts . It provides a reference
pulse at each sighting which is used elsewhere in the spacecraft. Normally,

ts 'is a time tag which is placed or the telemetry data on the ground. The sat-
ellite spin rate w is computed from the time intervals between successive
Sun sighting pulses. The elevation angle € is used to determine the desired
angle B between the satellite spin axis S and the Sun vector O . Neglecting
sensor mounting alignment errors, 8= 900 - gs - §m .

2.2 HORIZON DETECTOR

Figure 2-2 S};O\\'S the main geometric features of the horizon detector system
which has been assumed in the design of MSAD/OABIAS. The sensor's FOV

is narrow and usually is either circular or square. In practice, the FOV diam-
eter or side is commonly in the 1- to 1.5-degree range. A hypothetical unit
vector L is located in the center of the FOV; £ is fixed in the satellite. The
sensor mounting angle ¥y between the satellite's spin axis S and I’: is tailored
to mission requirements. Satcllites which employ horizon scanners commonly
include two or more units with different ¥ angles. This providcs redundancy
and permits increased co.vcrage throughout the mission since the band swept

out by the horizon scamner is small and will miss the central body in some

spacecraft oricntations.

Al
The rotation of the safellite causes L to sweep out a small circle on the ccles-

tial sphere, indicated in Figure 2-1 by the dashed line. The horizon detector

"’ when ﬁ crosscs the

system provides output signals (1) at "in-times" t

.
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bouudary from the sky to the ceniral body (Earth or Moon), and (2. at "out-
times" tlIO , when 'I: crosscs the boundary from the central body to the sky.

There will be one in-crossing and one out-crossing in each spacecraft revolu-
tioﬁ during thosc portions of the mission when the central body:lics within the
FOV loci on the cclestial sphere (assuming intersection with only onc central

body). The outputs of the horizon scanncr system used by MSAD/OABIAS are

the horizon crossing times tHI and t_ . In most systems, the horizon

crossing parameters measured by the ltifx)board equipment actually are tHI - ts
and tHO - ts . Ground operations convert these measurements to the inputs
tHI and tH o required by MSAD/OABIAS.

Horizon 'detectors are designed {o be sensitive to either visible light or to in-
frared radiation. For MSAD;OABIAS operations, the significant difference
between the two types of sensors is that visible light sensors detect planctary
disk terminators, while infrared sensors detect only the true planetary disﬁ
boundary. 'Ithe OASYS portion of the MSAD/OABIAS System is capable of de-

_tecling and rejecting terminator crossings.
2.3 AE-C WHEEL-MOUNTED HORIZON SENSORS

The AE-C spacecraft has one horizon sensor mounted on its body and two sen-
sors that effectively are mounted on the spacecraft's momentuxxi wheel. In
fact, the two wheel sensors are mounted on the body of the spacecraft with their
field of view nominally parallel to the spin axis of the momentum wheel. Each
of these sensors looks into @ mirror mounted o.. the mementum wheel so that

the motion of the wheel carries the sensor scan about the celestial sphere.

Within OABIAS, the modeling of the wheel sensors is iduntical to that of the
body sensor. Since there is no wheel-mounted Sun sensor, only Sun angle data
(from the body-mounted Sun sensor) and Earth width data are available for
attitude determination.  The modcling of the wheel-sensor biases is the same

as for the body-sensor biases. Iowever, because the bolometer associated
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with the whecel-mounted sensors is mounted on the body of the spiicecraft, an
additional phyvsical misalisnment is possible. Specifically, the bolometer could
be mounted off-axis of the body of the spacecraft and, thercfore, be misaligned
with the axis of the wheel. This would cause a sinusoidal oscillation in the
wheel-sensor, Earth widih dota as the spin of the spaceeraft carried the wheel
sensor axis in a small circle about the spin axis. The moedcling appropriate

to 2 misalignment of the sensor axis is discussed in detail in Reference 9.
4.4 RAE-B PANORAMIC ATTITUDE SENSOR (PAS)

Figurc 2-3 shows the gcometry of the PAS which was used on the RAE-B satel-
lite. In this figure, €y
discussed in detail in Section 3.

and Ay are small misalignment angles which will be

One difference between the PAS system and the usual horizon detector is of .
primary significance to OABIAS; namely, the mounting angle ‘ys of the PAS
line-of-sight vector 'I\, relative to the satellite's spin axis S is not constant.

Instead, ys can be stepped in a predetermined manner.

On RAE-B, the PAS sensor system supported the translunar phase of the mis-
sion during which the central body-~the Moon--was sufficiently small to be
approximated as a point source for attitude determination purposes. The
angle 'ys was advanced 0.7 degree per spin revolution. These steps were
actuated by reference pulses from a Sun sensor. The Vg advance signal was
inhibited upon scanncr acquisition of a central body. The angle 'ys at which

the central body was acquired was the primary inforn:ation which PAS provided.

The time variation of ‘)'s on the PAS system madc the addition of the misalign-

ment angle € to the OABIAS mathematical representation of the horizon

1
detector necessary.  When modeling the more comimon body-fixed horizon
detcctor's, €H is not nceded. Two new observation models--7 and 8-- were
added to OABIAS for use with PAS. '
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SATELLITE SPiN AXIS § |

~>

CENTRAL 8ODY DISK

UNIT CELLSTIAL SPHERE
(SATELLITL AT CENTER)

&.

NOTE V. €y AND A7 INDICATE MISALIGNMENT ANGLES.
NOTE 2: 7, VARIES IN 0.7 DEGREE STEPS,

Figure 2-3. RAE-B PAS Geometry
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SECTION 2 - ANALYSIS OF POOR QU

3.1 INTRODUCTION

This section contains the mathematical algorithms used in the recursive esti-
mator subsystem (OABIAS) of the MSAD/OABIAS Systcm. The logic used in
OASYS, the deterministic attitude dctcrminatiou‘subsystem, is summarized
in Section 3.2. Section 3.3 describes the general recursive estimation tech-
nique and its application to attitude determination problems. The description

covers the following threce topics:

1, The recursive and batch processing approaches with a comparison

of their merits and drawbacks.

2, The fundamental recursive estimation algorithm on which OABIAS
is based. (See Appendix B for the derivation of this algorithm.)

3. T"1e selection or computation of the observation weighting factors.

" The general features of the implementation of the estimation algorithm in
OABIAS are discussed in Section 3.4, This section describes the modifications
made to thc algorithm presented in Section 3.3, denotes the main inputs which
the program requires, and presents an introduction to the observables and state
vector elements which OABIAS employs. Also discusséd are the options in
OABIAS which e¢nable the user té influence ils performance as a recursive esti-
mator, {.e., the state vector updating frequency sclection and the iterative

operation opfions.

The remaining portions of Scection 3 deseribe the OABIAS mathematics in more
detail, Scction 3.5 discusses the satellile and sensor geometry assumed and

cmployed in the OaABIAS subsystem. This section includes coordinate frames,
transformation mairices, and the mathematical representation of the sensors.

It also presents precise definitions of the clements X o in the state vector X.

3-1
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Each of the cight obscrvation models available in OABIAS are discusscd in
Scction 3,6. (Sce Appendix A for the cquations of the observation partial de-
rivatives.) Scctions 3.7 through.s. 9 cover three additional topics: the com-
putation of the central body angular radius pc , the horizon cfossing vector D .
and the weighting factors wj . Finally, Scction 3.10 summarizes the Section 3

material,

The notation used throughout Section 3 is as follows. General 3 x 1 Cartesian
vectors are represented by an overhead arrow (V) , and 3 X 1 Cartesian vec-
tors of unit Iength are represented by an overhead caret ( G) . Tke magnitude
of a vector normally is designated by encasing it with two vertical lines (I—\TI) :
however, a simpler representation (V) is used in places where this can be
done without ambiguity or confusion. Coordinate frame resolution is signified

by superscripts ('VGI) .

More general (n X 1) column vectors are designated by an underline (X) .
Matrices are signified by upper case letters with no underlines or overhead

' symbols (P) . Superscript T designates the transpose of a matrix (GT) or
of a column vector ()_(T) . Where it is necessary to distinguish between ma-
trices and scalars, the scalars are designated by lower case letters. For
example, the elemoents of matrix (A) are signified by lower case letters with
subscripts (aij) . The dimensions of vectors and matrfces are indicated be-~

neath the symbclis the first time they appear in equations,

A state vector estimate is indicated by an overhead caret (2) to distinguish
it from the true statc vector (X) . This should cause no confusion with the
wit vector nolation ('/\}) , because the correct meaning should be obvious from

the context of the equations,
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The notation distinguishes between variables and algebraice expressions which

arc usced to compute the values of these varicbles. For example, in the cqu 'tion

Y, =Y, (L X 0

'Y‘c (M, X, t) is a known algebraic expression, The numerical values of the
elements of }_’c arc computed by inscriing values of } , X, and t into it.
Parentheses () arc used in Section 3 almost exclusively in this manner. Also,

brackets [] usually denote matrices and braces {1, vectors. However, all

three-~parentheses, krackets, and braces--are used to enclose scalars.

w
J
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3.2 OASYS-=-DETERMINISTIC ATTITUDE DETERMINATION SUBSYSTEM

The analysis required for an overall understanding of MSAD/OABIAS is sum-
marized in this scection, (Sce Reference 8 for a detailed description of the

mathematical techniques used in QASYS.)

Attitude computations arc based on horizon crossings only; therefore, OASYS
must identify and reject termirator crossings. The attitude calculation is
bascu on cither a single-horizon crossing method or a double-horizon crossing
method. OASYS can process horizon crossings occurring on either the Earth
or the Moon, and can determine which central body is b~ '1g observed, if nec-
essary.. In most cases the system will function without the benefit of an initial

attitude estimate, ' . .

3.2.1 Input to Deterministic Process

Each input frame of preprocessed telemetry is assumed to contain the following

information from a single spin per.od of the spacecraft:

The Sun angle, or angle between the spin axis and the Sun vector
The Sun sighting time
The horizon sensor "on" time

The horizon sensor "off" time .

o ®© o © o

The spacecraft spin rate

OASY'S processes each frame of data to identify and reject any horizon sensor
triggering which cccurred at a terminator crossing. For each remaining hori-
zon scnsor triggering, the system computes up to two possible deterministic
attitudes. After a block of data has been processed in this fashion, a block-
averaging technique is used to seleet from cach pair of attitudes a single attitude,
such that all _(-hcscn attitudes remain approximately constant throughout the

block. ™he chosen attitude vectors are then averaged,

[ cmm e 4 Ao pamam e =t
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The foliowing assumptions are necessary for deterministic processing:

1. The spacceraft attitutle is assumed to be approximately constant
during one spin period. Note, however, that the spacecraft position

is not assumed to be constant during one spin period.

2. The spacecceraft spin rate is assumed to be approximately constant

during one spin period.

3. The spaccceraft is assumed to be sufficiently close to the Earth so
that the vector from the Earth to the Sun is approximately parallel

to the vector from the spacecraft to the Sun.,

The quality of the input sensor data and the accuracy of the initial attitude esti-
mate determine the system logic used during any particular execution. For
example, the status of the terminator must be checked for each scan. OASY 3
must handle the following cases: when the Earth is fully sunlit, when the ter-
minator is visible but is not present in the scan, and wheh the terminator is
intersected by the sensor scan. In all cases the logic is based on the compu-
tation of attitude from a single-horizon crossing, with either one attitude
computation or two, depending on whether the terminator was present in the
scan. The ambiguities involved in calculat_ing attitude from a single-horizon’
crossing are climinated by logic spanning successive data points. The as-
sumptions arc made that the satellite attitude i changing slowly and that suc-
cessive nadir angle calculations should vield an unambiguous attitude. The
presence of the terminator in the sean is determirned by a recursive technique
utilizing daata predictor modules,  Singular conditions, which yield ambiguous
results for attitude over a short time span, exist both in the casc of a sunlit
Earth and in the case of the presence of the terminator. In the latter case,

an a priori attitude must be used to resolve the ambiguity.

' v D - — es  ee =
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3.2.3.1 Single Frame Processing

Attitude computation is characterized by three levels: the level of a single

telemetry frame containing one or two valid horizon crossing triggering times,

the higher level on which a full block of processed frames is averaged by the

system, and the lower lcvel on which the single triggerings are processed,

For each central body under consideration (Earth, Moon), the following func-

tions are performed at the intermcdiate, single telemetry frame level:

1.,

3.

4.

The lighting conditions on the central body are computed from
ephemeris data. If the central body is dark or not visible, this

triggering is rejected.

If a terminator is visible, the terminator flag for this frame is
set. If data are not to be included in attitude calculations while
a terminator is visible, the triggering is rejected; otherwise,

processing continues ~s for the sunlit case.

The attitude “ctermination routine, ATTDET, is called and as

many as two attitudes are computed for this crossing.

<

If ATTDET produced no solution, there is no possible attitudz con-
sistent with the assumption that this triggering resulted from a sun-
1it horizon crossing on this central body; thercfore, the crossing

is rejected.

If the central body is fully sunlit, the processing of this crossing
is complete. If a terminator is visible, it must be determined
whether this triggering resulted frrom a terminator crossing or

a horizon crossing,

3-8



ORIGINAL PrGE 1§

3.2.3.2 Terminator Rejectics Logie OF PODR QUALITY

If & terminator is visible, it must be determined whether ¢ 's intersqctcd by
the spacceraft sensor scan, i.ce,, whether a particular triggering of the sensor
was in fict a horizon crossing or a terminator crossing. The. pracedure for
this determination is a recursive one, utilizing ODAP (data simulator subsys-

* 4 (Reicrence 7) modules s tools. (Sec Refcrence 5 for background analysis

~ ODAP.Y

The routine TERCHK is called once for each possible attitude compuled in sub-
1. ttine ATTDET, TERCHK calls the ODAP module with the computed attitude
and determines whether a scan of the central body with this attitude would have
produced a sunlit horizon crossing for tle in or out triggering, as required. If
the computed attitude is not consistent with the assumption that this triggering

occurred at a sunlit horizon crossing, this attitude is rejected,

Note that it is possible that this test wil’ fail to reject a terminator crossing
when the attitude computed from a terminator crossing is so far from the true

" attitude that a scan with the erroneous attitude would give a sunlit horizon
crossing at this triggering. When this occurs, one attitude is consistent with
the assumption that this was a ter minator crossing, and a second attitude is
consistent with the assumption that the triggering was a sunlit herizon crossing,

Therefore, there is no deterministic procedure for recognizing this problem.

However, when the problem occurs, the resulting computed attitude generally
has a large error. Sincc the error is large, the erroncous attitude is easily
recognized and rejected in the block-averaging module, SPINAV, assuming

either an a priori attitude or a large block of data is available,
3.2.3.3 Single-Horizon Crossing Computation

Single-horizon crossing cvents are processcd in the module AUTDET. As many

as two possible aftitudes are caleulatced for each event, cach with corresponding

——mia oo
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nadir angles and dihedra, angles. ATTDET is the key module ia the interframe

processing. (Sce Reference 8 for a complete discussion of this computation,)
3.2.3.4 Block-Averaging Procedure

Once each input .clemetry frame has been processed singly, the best estimate
of the attitude must be computed based on the single frume results. Each input
telemetry frame results in two ouiput measurement frames, each of which may
contain zero, one, or two attitudes. The ambiguities which could not be re-
solved on a single frame basis now can be eliminated if the block of data i+

large enough,

The module SPINAV processes a block of output frames to resolve the am:.. i -
ities and determine the average attitude. For each output frame containing tw:
possible attitudes, SPINAV must determine which of the attitudes, if any, is

valid. Notec that in some cases bnth attitudes must be rejected as err~1evus.

The ascumptirn inherent to SPINAV is that attitude should remain appr-ximately
constant over the duration of a block of data. Therefore, the an.biguities should
be resolved in such a way that the selected attitudes are as nearly constant as
possible. The foliowing procedure for resolvi.g the ambiguities applies to the
most general case, in which each output frame contains two attjtudes and no

a priori attitude is available,

The first attitude from the first ouiput frame is sclecied as a trial attitude. In
each other output frame the pair of attitudes is examined, and the attitude .from
that pair which is closer to the trial attitude (in degrees of arc-lcngth) is se-

lected, Onme attitude is sclected in this manner from ezch output frame,

The sct of attitudes thus selected is averaged using SPNAV1. The attitudes
are expresscd as mit veetors, exach component of ithe vectlors is averaged, and

the resulting vector is unitized, (If data weighting is employed, a weighted



ORIGINAL PACE W
OF POOR QUALITY

average is computed, with cach weight cqual to 1/(attitude uncertainty in de-
9
grees of arc-length) .) The resulting unit vector is the average attitude for

the set of attitudes sclected.

However, the set may include crroncous attitudes, resulting from noisy or
biascd data, or frem terminator crossings which could not be rejected. There-
fore, a residual edit must be performed wichin SPNAV1. First, the standard
deviation of the sct of attitudes is computed as follows: Lct the residunl pi for
each attitude be defined as the angle in degrecg between that attitude vector and
the average attitude vector. Then the weighted standard deviation ¢ is com~
puted as follows:

. where w, denotes the weight for the ith frame and the summations are taken

over all frames in the block.

The resulting valuc for o is the standard deviation of the set of attitudes, in
degrees of arc-length. Next, each attitude in the set which has a residual p i
greater than no , where n is an input parameter, is rejected. The default
value of n is 3. The attitudes not rejected in this process are then re-

averaged. A new slandord deviation is computed and the entire proccdure is

repeated until no further rejections occur.

Then SPNAVL returns with the block-average attitude, the standard deviation,
and the number of fraes included in the final average M . Next, SPINAV
computes a govdness-of-fit parameter, which is intended to measure the amount
of scatfer in the set of sclected aftitudes, The goodness-of-fit parameter is
equal to 6/M . Nolc that this paramefer takes into account both the final stand-
ard deviation and the numher of frames included in its computation,

3-9
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The above procedure deseribes the steps followed using the first attitude from
the first frame as a trial attitude. This procedure js repeated using cach atti-
tude from cach frame as a trial attitudc. A running comparison is maintained
on the goodness-of-fit pnramctcr: and at each step, the block-;.wcragc attitude

associated wiin the best fit is saved.

The average attitude associated with the best fit is refined further by -the follow-
ing iterative technique. Using the average attitude to resolve the ambiguities,
the program selects one attitude from each pair, as above. SPNAV1 is called
to average the selected attitudes., The average obtained by SPNAV1 is used as
a new average and the sequence is repeated. The process terminates when the
set of attifudes selected remains identical for two successive iterations., Con-

vergence normally occurs ia two or three iterations.

The following discussion is intended to clarify the theory behind the block-

averaging procedure and expla:n its strengths and weaknesses.

_ Consider a t;lock of N output frames, with each frame having two attitude
solutions, The ambiguities can be resolved in ZN different ways, if one
attitude is selected from each pair. If a possibility exists that neither attitude
in the pair is correct, then there are 3N different ways to resolve the am-
Biguities. A goodness-of-fit parameter can be defined which measures the
amount of scatter in the selected attitudes and defines the "correct” way for
.esolving the ambiguities as the way which minimizes this parameter. An ex-
haustive search of the 2N (or 3N) choices ir the only procedure guarantced
to yicld this corrcct solution. Clearly such a procedure is impractical unless
N is very small, (Notc that if N = 2 , the proccdure is quite practical. In
fact, it corrcsponds {o the casc of two horizon crossings, cac.: yiclding two
attitudes. In that case, a check of the four possible pairings will reveal which
pair of attitudes is optimal., When N = 2, the method in SPINAV reduces to
the same situation.) If N is large, some simplifving assumption must be

.
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introduccd. The method in SPINAV assumces that at lcast onc of the attitudes
in the block is close to the final desired block average, i.c., the block average
which would be ihained if the ambiguilics were correctly rcsglvcd. Clearly,
it would be vere vnusual for a sét of attitudes to yicld an averﬁgc which did not
lie close to any aitivwie in the sct. Thercfore, this simplifying assumption is
reasonable, and in virtually all cases it should yicld the same result as an ex-

haustive search of all 2N cases.

The computation time required for SPINAV is approximately proportional to
Nz . (The number of trial attitudes is 2N . For each trial attitude, SPNAV1
requires a computation time proportional to N ,) Therefore, the block-
averaging method is impractical when N is large. In practice it has been
found that a block with 200 useful output frames requires several minutes of
processing time on the IBM S/360-95. In most cases such exhaustive proc-
essing of a large block is unnecessary. A small subset of the block can be
processed, and the average of this block can be used as an a priori attitude.

. If an a priori attitude is available, it is used as a trial attitude, and the search
for a trial attitude is climinated. The short iterative procedure described
above can be used without searching for a trial attitude. The results in most
cases will be identical to those which would be obtained using the complete

method.

Finally, no mcthod for resolving the ambigﬁifics, not even an exhaustive scarch
of all 2N combinations, will yicld correct results in all cases. If the attitude
is allowcd to change in an arbitrary mamner from one frame to the next, re-
solving ambiguitics is clearly impossible, even if the dati. are perfect. Also,
if the attitude is constant, but systematic or random crrors in the data cause
the "correct” attitude solutions to vary within the block by an amount compa-
rable to the difference between the two attitudes in cach pair, ambiguitics

cannot be resolved,
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3.2.3.5 Othcr Deterministic Attitude Computations

OASYS provides four methods of independently calculating attitude: one using
the Earth-in trigzering, one using the Earth-out triggering, a‘third réquiring
both triggerings to ealculaie an Earth width angle and then a nadir angle, and
a fourth using the Earik scan mid-time as computed from the iwo Earth trig-
gerings. This latier method is the double-horizon dihedral angle method. (Sce

Referernce 8 for thec mathcematical details of these methods.)
3.2.3.6 Data Weighting

An option is provided in OASYS to compute data weights to be used in the block-
averaging procedure. These data weights are computed from user-specified
values for the uncertainties in the observables. If the data weighting option is
selected, five uncertainties are computer for each single-horizon crossing solu-
tion: the arc-ie ~ertaicty in attitude, the uncertainty .n right ascension

of the spin vector ke uncertainty in declination of the «pin vector 4, the
uncertainty in the naai: ingle, and the uncertainty in the dihedral angle. For
each double horizon solution, the uncertainty in the nadir aagle and the uncer-

tainty in the dihedral angle are computed.

In the block-averaging procedure (SPINAV), the unit spin vectors are averaged
with each spin vector assigned a weight equal to 1/(arc-length uncertainty in
dcgrces)z.

In addition to providing weighting [actors, OASYS provides a measure of the
unceriainty in the block-average attitude, by computing a weighted average of
the uncertainties for all frames. A weighted average is computed for the un-
cerlaintics in arc-length, o, and 6. The weights used in computing these
weighted averages are the same weights used in the block-averaging procedurce,

2
1/(ave-length uncertainty in degrees) ™.

3-12
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The following tcehnique is used to compute unceriainties: Let £ be a function
describing some computed quantity in terms of observed quantities. For ex-
ample, f might be the function which expresses the right ascension of a unit

vector along the spin ixis ¢ in terms of the observables 8, v, 0, A, and t.
a=f(87,0, A R

where B = Sun angle
¥ = sensor mounting angle
p = effective angular radius of the Earth
A = rotation angle from Sun crossing to horizon crossing

Tf(t) = spacecraft position at time t

Strictly speaking, not all of these quantities are difectly observed. For ex-

afnple, the Sun angle B is computed from a coded field in the telemetry, and
the rotation angle A is computed from a spin rate and crossing times, which
* in turn are computed from clock counts in the telemetry. However, this set

of observables has the advantage that uncertainties in cach observable may be
conveniently estimated and treated as constant, at least over a single block of
data. .

Standard error analysis yields the following expression for the uncértainty

in a:

02==(0 ég) +-(U -ég)2+
a B aﬁ .y ay o e
where O’ standard deviation of o

og = standird deviation of 8 o

and similarly for each observable.

3-13
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This analysis is based on the assumption that the errors in the observables are
normally distritutcd, uncorrelated errors which are small enough so that the
function f may be treated as linear, i.e., the partial differentials 3¢/28 ,

etc., may be treated as constant,

Given that the function can be treated as linear in the desired region, the de-

rivatives may be computed numerically, as follows:

(cﬁ %‘E)zg[f(ﬂ, Y, ...)=-f(B+0 Y ...)]2

This technique is easily applied to any function f which can be evaluated nu-

merically,

In actual implementation the method works as follows: the attitude, the nadir
angle, and tpe dihedral angle are computed using the observed data. Then the

_ specified uncertainty in the Sun angle is added to the observed Sun angle, and .
the attitude, the nadir angle, and the dihedral angle are re-computed, using

the perturbed Sun angle with all other parameters as before. The changes in
attitude, nadir angle, and dihedral angle are saved. Next the specified uncer-
tainty in some other parameter is added to the observed value, and attitude is
computed again, using a perturbgd value for only one obéervable at a time,
After each observable has been perturbed in this manner, the uncertainty in « ,

for example, is computed as

where Aq, = the change in @ resulling {rom a perturbation to the ith
obscrvable
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Notc that for the uncertainty in time t the ephemeris routincs must be called
to obtain the position at the perturbed time t + ot . This error in time can be
used to represent both the effect, of an absolute timing error (i.c., the absoluie
times from the atti tude telemetry arc not consistent with the absolute times
uscd for orbit determination) and the cffect of an in-track orbit error of a given
time magnitude (i. e., the spacecraft is 30 seconds ahead of or behind the orbit

tape prediction).

This method of uncertainty computation breaks down if attitude cannot be com-~
;;uted from the perturbed data (i. e., if the function f B+ G,, ¥, ...) is unde-
fined), In this case, the fun~tion f is certainly not linear over the region

B to B+ 0, , because f is not defined over the entire interval. When this
condition occurs, OASYS assigns a very large uncertainty (99999. 0 degrees)

to the attitude, nadir angle, and dihedral angle, resulting in a very low weight
fof the frame. This is a reasonable action in most cases, because the uncer-
tainties are generally very large in the region close to the point at which attitude
* becomes undefined. That is, for the functions under considera;ion, the deriv-
atives go to infinity at the point where the function becomes undefined. (This

is true, for example, for the square root, arc sine, and arc cosine functions,
all of which are involved in the attitude computations. These are also the

only functions which can cause the attitude computation to be undefined.) The
proktlem of perturbed data yielding no solution can always be avoided by using .
sufficiently small valuces for the uncertainties in the observables. For example,
if the uncertainty in each obscrvable is reduced by a factor of 10, the relative
weights will remain accurate, and the probability that the perturbed data will
yicld no solution is rcduced. The user must then remember to multiply the

computcd aftitude uncertaintics by a factor of 10 {o obtain renlistic values.

(2]
]
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3.3 THE RECURSIVE ESTINMATOR APPROACH

3.3.1 Comparison DBctween Recursive Processine and Batch Processing'
Estimation Mcthods

This scction compares, nonmathematically, the batch processing and recur-
sive processing mcthods for estimating the time-invariant state vector X of

a system using, as input, a block Y of noisy obscrvations A obtaincd on that
system. The discussion of batch processors infers the usual least-squares
differential correction (DC) algorithm employed, for example, by the GCONES
program and GTDS. The discussion of recursive processors infers the usual

nonlinear recursive least-squares algorithm employed by OABIAS.

With the batch processing algorfthms, all observations A in Y are, in effect,
handled simultaneously. Batch processors which take into account observation
geometry nonlinzarity (to be defined in Section 3. 3. 2) require an a priori esti-

mate 30 of X to start the operation. A batch processor does not provide a

>

new estimate X until the complcte set of observations Y has been processed,

" With the recursive processing algorithms, Y is separated into a number of
mutually exclusive subsets. For example, in a system such as OABIAS vhich
processes the observations one at a time, the subsets are the scalar observa-
tions Y- They usually are arranged in chronological order and are processed
sequentially., Updated and improved estimates }2 are obtained continually
during the processing operation. In the most common operating mode, )2 is
updated ‘ter processing each Vi and this updatced value is employed in com-
puting the partial derivatives G required for processing the next observation
Yie1 * In other modes, § may be updated-less often, e.g., as infrequently
as alter the full data set Y is processed. When the observation gecometry is
nonlincar, the § updating frequency is of some significance, because its in-
flucnee on the Gs affects the dynamics of the filter. Recursive processors

”

A
always require an a priori estimate .}o to start the processing operation.
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An iterative processing technique is one in which the obscrvation set Y is
reprocessed scveral times., The state vector estimate 5_: obtaincd at the end
of cach complete pass of Y through the processor is used as :the initial input
for the following pass. Iterative processing is useful in smproving the accuracy
of the fimﬁ cstimate when the result obiained by only a single pass would be
degradcd by the nonlinearity in the observation equations and the error in the
a priori cstimate go . In practice, batch processors uscd for attitude deter-
mination problems usually must be operated iteratively to yicld trustworthy
results; the procedure is called differential correction (DC). The nature of
the recursive processing algorithms makes iterative operation of recursive
process;)rs less essential in attitude determination problems, because the
estimate :_}E is continually being updated. However, iterative operation of
recursive processors is possible, often advantageous, and sometimes nec-

escary.

Recursive estimation algorithms have a number of potential operational ad-

. vantages over batch processing algorithms. The main ones are as follows:

1. Recursive processors handle only a small number of observations
at a time. Therefore, because they need to store only a small
number of observations at any one time, recursive processors
can require less computer corc space than batch processors and
have no a priori limit on the size of the data arrays they can proc-

€8S,

2, Recursive preccessors are better suited for real-time operations,
becausc the operation need not be delayed until a block of obser-
vations is accumulated. Individual observations can be processed
i.mmcdinlcl.\-, thus providing immediate estimates of the attitude
state of the spacecraft with various measures of the accuracy of

that estimate, i
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3. The series of successive state esfimates provided by the recursive
processor allow the operator to wateh the convergence of the solu-
tions and develop an intuitive feeling for the quality of the solutions

that is not possi™le .\.\-ith the single output of the batch processor.

The potentiality for the real-time operation of a recursive processor is deterred
when iterative processing is required. Also, both the rcal-time and core stor-
age advantages of recursive processors can vanish if preprocessing of the input
data is required or if storing the input data in large blocks is necessary rather
than passing the data to the recursive processor on receipt. This has been the
case with MSAD/OABIAS, Hence, the development of an intuitive feeling for

the quality of the solutions has been the main advantage of recursive processing

over batch processing in the OABIAS application,

The principal advantage of batch processors is stability. Because recursive
processors can update their state vector estimate S:( continually (after proc-
essing each Yy if necessary), in iterative operation, they tend to converge

to a final )_’E estimate faster than batch processors. Because batch processors
update 2 only at the end of each iteration they are more likely to converge to
a valid solution in difficult prcblems, i.e., to be more stable. In a recursive
processing operation, however, updating ‘2 only at the end of each iteration
will overcome this difference and yield dynamics virtually identical to that of

batch processing.

In addition to stability, batch processors have two other potential advantages
over recursive processors  The first is running speed. Because batch proc-
essors generally requive fewer numerical operations than recursive processors,
to process a block of data they tend to run faster., Sccondly, batch processors
can take into account the effeets of con.'clntcd cerrors in A better than recur-
sive processors, This capability. however, is not utilized often and, thercfore,

e

can rarcly be considered a significant advantage,

3-18
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3.3.2 The Busie Recursive Estimaior Aleovithm

This scetion discusses the coneept of observation cquations and gecometry non-
lincarity, defines some terminology to be used in the remainder of Section 3,
and presents and discusses the fundamental recursive estimation algorithm on

which OABIAS is based,

Recursive estimators require a set of obscrvations Y as inputs. Let the in-
dividual scalar obscrvations . ¥ be designated as yj where j=1,2, ..., p.
Associated with each observation § is an algebraic expression ycj X, t)

which enables the value of y, to be predicted. ycj (X, t) is a mathematical

)

model of the satellite and its pertinent sensors. Thus, for each observation j

y - y t. } V . (3' 1

where t, is the time at which observation j was obtained, and yj is the actual

§

"measured” value of the observation. vj is an error term which must be in-

cluded to make the two sides of the equation balance, v, results from the error

j

in the yj measurement and from modeling errors, i.e., from approximations

(X, ty expression. The actual value of v, of course is unknown.

) )

In some problems Equation (3-1) can be placed in the fcrm

iu the Ye

T
y.o=a (t) - X +b (t)+v, (3-2)
TR B AR B

where ﬂj and l_)j arc constant or time-dependent coefficients, but are not

explicit functions of X .
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In this ecase it is said that the observation geomciry is linear. When Equa-

tion (3-1) camot be placed in the above form it is said that the observation
geometry is nonlincar, Recursive estimation problems in \vhiph the observation
gometry is lincar tend to present fewer difficultics than those in which it is
nonlincar’bcc.;usc there is a fully developed and rigorous body of theory for
generating mathematically optimal results in the linecar case. Unfortunately,
the observation geolactry in attitude determinration problems usually is suffi-
ciently nonlincar that its cffect must be taken into account in the basic algo-

rithms of the recursive system and/or compensated for by ad hoc procedures.

It is necessary at this point to define some .e1.ms which will be used in the
remainder of Section 3. This terminology is nearly identical to that used in
Reference 1. The word "measurements" will be used when referring to the
independent inputs m, supplied, via telemetry and preliminary ground proc-
essing, to the overall attitude determination system. To be specific, the
measurements supplied to MSAD/OABIAS are the Sun angles B, Sun sighting

. times ts » central body~in horizon crossing times tHI , and central body-out
horizon crossing times tHO . The word "observables' will be used when re-
ferring to the basic va: .vles which serve as inputs to the recursive estimator
portion of tﬁe attitude determination system. The terms "real observations"
or merely "observations' yj will be used to designate the measured values
of the obscrvables. The term '"model observations" will be used to designate
the ;;redictcd values ycj of the observations. The word "model” is used here,

because Yo is obtained using mathematical models of the satellite und its

i

sensors. In Equation (3-1), Ye (X, t) is the algcbraic expression which is

)
used to compute ycj .
In most cstimation studies, a distinction is not made between measurements

m, and obscrvations yj . Instead, the obscrvables are considerced o be the

basic paramecters which are measured, A distincetion is being made in the

3~20
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present analysis, however, because the observables used by OABIAS (and also
those used by OASYS/GCONES and OASYS/GRECRS) are not the basic measured
parameters ts R tm , and tll o* The direct use of event timgs, such as ts ,
tHI , and t” 0’ as obscrvables is difficult because of the difficulty in predicting
these times via algebraic models as is required by Equation (3-1). The easier
and morc usual approach is to convert ts , tHI , and tHO (via preliminary
processing) into parameters which can be handled more easily as observables
by the estimator portiion of the system. Fo. example, in OASYS/GCONIES and
OASYS/GRECRS the observables are Sun angles, nadir angles, and dihedral
angles. (The observables used by OABIAS will be discussed jn d: tail in Sec~
tion 3.6.) One of the drawbacks of transiorming measurements ma into new
observables is that it tends to increase the statistical correlation between the
observables. This difficulty occurs in OASYS and GRECRS which process the

observations one at a time,

The equations of the basic recursive processing algorithm used by OABIAS

. follow. (A derivatior of these equations is given in Appendix B.)

ych = ycj (ij) (3-33)
G =G &R (3-30)
sX1
sz yj - chR (3-3c)
-1 T -1
_l_\j = [wj + gm Pj-l (_;m] Pj-l an (3-3d)

i Jyete o luy e e o -
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. T
P, =] I -K, G _|P 3-3¢
] [sxs - -]R] -1 (3-00)
8X8
A T'A '
AX, =K~ -G !X, . ~-X. 3-3
- -j;JR jR173-1 TjR) (330
X =X .+ (3-3g)
= . + -
i e 5 S &
sx1
where
T
bycjo_f)
_G_jo_()= 5 (3-4
8x1

The above équntions are applicable only to estimators, such as OABIAS, which
. (1) assume that X is constant in time and (2) process the scalar observations
yj one at a time. Equations (3-3f) and (3-3g) are not identical to the equations
actually implemented in OABIAS; the modified equations used in OABIAS are
discussed in Section 3.4,4. The Equations (3-3f) and (3-3g* a1« used in this
introductory discussion because they are more basic and easier to comprehend

than the corresponding OABIAS equations.

The computations denoted by Equation (3-3) are performed sequentially on cach
obscrvation yj . In other words, Y, is run through the cquations, then Yo and
s0 on until the complete observation vector Y has been processed, Initial

A
1° O‘\'o
.) Inaddition, a weighting factor

A
valucs of 50 and Po must be provided for processing observation y
is used as the initial reference vector X IR
w, must be provided or computed for cach y

j a

performed in the order shown in Equation (3-3) excepl yc

The computations must be

iR and “c innovative
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residual sz can be computed at any point prior to the A}:j computation.

Also, the covariance matrix Pj can be computed at ¢ . point after calculation
of the gain vector _lgj . Pj is not used in calculr , but is used instcad

in processing the next j + 1 observation.

The individual cquations of Equation (2-3) now will be discussed. In Equa-

tion (3-3: is the aforementioned model observation. The subscript R

cjRR
in Equation (3-3) indicates that the parameter is computed using a reference

value Xjn

vious estimate f_‘ij 1

referencc vector less often than this; this capability will be discussed in Sec-
tion 3. 4.

of the statc vector. In most estimation systems, X, is the pre-

jR
. OABIAS, however, has the capability of updating the

In Equation (3-3b), ij

dimension of the state vector X . Its value is computed by inserting }_{jR into

the algebraic expression (_;j (X) which is formed by differentiating the Y, X

is an s X 1 partial derivative vector where s is the

expression with respect to X as indicated in Equation (3-4). Essentially, y
" and G.
~)

cjR
R are the first two coefficients of the Taylor series expansion of the

observation Equation (3-1); i.e.,

+ g;l;{ {)_{ - }_g]_R} + vj + higher order terms in (X - X..) (3-5)

Yj = ych -jR

In Equation (3-3c¢), zj is called the residual, or immovative residual, of obser-

R
vation j . zjR provides an indication of the deviation of the true state vec-

tor X from the reference vector “\:jR .
combining Fquations (3-3c) and (3-5) to yield

This can be seen more clearly by

T
2,.=G,_ {X~-X + v, + higher order terms in (X - X, 3-6
ik = Gy (X = ¥jpl + vy + hig E-%p (-0

v

3-23
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In Equation (3-31), it is scen that, to first order, sz is converted to an SJ 1

reference prior to its use in updating the state vector. In other words, the
terms within the outer braces { } on the right side of Equation (3-3[) were ob-

tained by truncating the scries

A T A
z, =z, X.)) -G, (X,
; &g =7 &) {X

Gr ¥, - Xml + higher order terms  (3-7a)

where

ay § T oz T

Gn=% &R = 5% Er = -5 Ep) (3-7b)

>

Equations (3-3f) and (3-3g) show that the updated state vector estimate X. is

obtained by adding a correction veetor A)?j to the previous estimate gj_l .

Ag] is the procuct of the modificd residual vector 2z (X ) and a gain vector

A l_gj . 1_<j is computed using Equation (3-3d); the computahjo: also requires a
matrix P],.__1 which was computed, via Equation (3-3e), when processing the
previous observation j -1 . Except for degradation due to observation ge-
ometry nonlincarity, establishing the gain vector through Equations (3-3q)
and (3-3e) is an optimal technique because the resulting estimate g

i

mal according to the several statistical and nonstatistical criteria. With the

is opti-

nonstatistical approach taken in Appendix B, this mcthod is optimal because

N
the resulting §j minimizes a generalized least-squares loss function.

The term w, of Equation (3-3d) tclls the processor how heavily to weight

)

A
obscrvation j in generating the new estimate Xi . The matrix Pj 1° which

was compuled via Equation (3-3¢) when processing observation j -1, tells

the processor how much weight to attach to the preceding estimate )_(j 1°

S 3=-24
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Statistical considerations indicate that optimally (1) the initial input matrix P0
should be the covariance E{X - 8,J1X - ﬁolT of the uncertainty in I\\ and
(2) each wJ should be the inverse of the variance 053 in Y . due to r:mdom
errors in the basic men:urements m . If thesc conditions are satisficd for
each observation y; , the resulting matrices Pj will be the covariance

E{X - ')_:'j] x- %JT of the uncertainty in the estimate S_Ej . Analyses which
lead to these cenclusions usually assume that (1) the observation geo'metry is
linear, (2) the yj errors are uncorrelated, and (3) the input measurements

ma enter directly into the vj , not the Yej » computations.

o~

3.3.3 Discussion of Weighting Factors

The question of observation errors, optimal weighting factors wj , and the
conditions under which processing the observations one at a time is an optimal
technique will be considered at this point. The results of this development will
be used in the discussion of the OABIAS observables and weighting factors (see
Section 3.6). Let M be the composite n X 1 measurement vector of a block

* of data and let m where a¢=1.., n, be the individual scalar measurements;
i.e., m, is an element of M. Let dma and dM be the scalar and vector
measurement errors., Let Y be the p X1 observation vector., Neglect the
degenerate case in which each element y], of Y is iden.tical to a corresponding
scalar measurement m - It is_ assumed that each observation yj is computed

using one or more ma's ; i.e.,
.Yj=3'j (M) (i=1to P) (3-8)

Let d_vj and dY Dbe the scalar and vector observation vectors. Assume that

they result entirely from the measurement errors dM.

3=25
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Then, to first order

dY = I . dM (3-92)
pX1 pXxn nx1

where

oy.

)
.= M) (3--9b)
jo ama

Let RM and RY be the covariance matrices of dM and dY . From Equa-

tion (3-9a), to first order ' -

BY =H R.M HT (3-10)
pXp nxn :

Statistical approaches to the estimation problem indicate that processing the
observations yj onc at a time, as has been assumed in the current section,

can be optimal only if the dyj's are statistically uncorrelated; i.e., if RY

is diagonal. In this case, the inverses of the diagonal elements of RY are

the optimum weighting values w;‘ .

Using Equation (3-10), the necessary conditions for a diagonal RY can be

shown to be that (1) each scalar observation yj is computed from its own set

of measurcmeoents I\_Ij whose elements mjoz , where @¢=1, 2, ..., n,, are

)

not uscd in the computations of any other observation Vi » where k#j and

(2) the measurement subscts M X Moy eaey l\_tp are statistically uncorrclated.
2 2
Then, the variance oyj and optimum weighting [actor Wj" of observation j are
v
-1_2 T '
wF o= =h, R, h -11a
5 "% 7 M @-112

") }
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where

9

. Yj
h, = _——(@I) (3-11b)
Jo amja j

In the special case where the elements of M, are uncorrclated with variances

o,znja » Equation (3-11a) reduces to

%

- 2

wlog? = hja ofn (3-11c)
3-27

' sndonvhbe ol SUS—— N



st 4
RIGINAL PASE .

3.4 IMPLEMENTATION OF THE RECURSIVE ESTINATOR ALGORITHM IN
OABIAS

This scction discusses the generpl features of the implementation of the re-
cursive estimator algorithm in OABIAS, including the main options which are

available to influence its performance as an estimator.

3.4.1 Principal Inpuis

Preprocessed telemetry information is the principal input required by OASYS/
OABIAS. Each frame in this data set must contain the following information

from a single spin period of the satellite:

® The measured angle B between the Sun vector and the satellite's

spin axis
° The time ts at which the Sun was sighted

® The central body-in crossing time tHI

the line of sight of the horizon detector crossed the sky-to-central-

; i.e., the time at which

body horizon
® The central body-out crossing time tHO

) The satellite spin rate w

B, ts . tHI , and tII o constitutc the elemgnts m, of the measurement vec-
tor M noted in Section 3.3.2. Thus, if thcre are n useful frames in the
telemetry data set and nonc of the measurcments in any of the frames is dis-
carded, in the dimension of M is 4n. In this context, the spin rates w

in the data sct arc not considered measurcments becausc they normally are
compuied algebraically using the ts measurements and, mere significantly,

because they arc used only in preliminary processing in OASYS, not in OABIAS.,

In addition to the tclemetry inputs M , the OABIAS recursive estimation sub-

' ~GI
system requires the unit Sun vectors in geocentrice inertial (GI) coordinates U '
¢
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at cach Sun sighting and the central-body-to-satellite vectors in GI coordinates
ﬁG[ at cach horizon crossing, These are obtrined from ephemeris data or an
orbit generator.  The OABIAS recursive estimation subsystem also requi'res
the angular radius pc of the central body on the unit cclestial sphere at the
horizon crossings. pc is computed by the program from the orbit data. In
addition, the nominal value of the horizon detector mounting angle Y and the
initial estimates S of the state vector X and of the covariance matrix

Po =EX- 20) X- SO)T are required. Program operating instructions and
m, error paramecters which are supplied by the user through the NAMELIST

are also nceded,

3.4.2 Observation Models

OABIAS uses cight different observables, commonly referred to as "models, "
(See Section 3.6 for a detailed discussion of the mathematics of the eight ‘
models.) When running OABIAS, the user has the option of selecting which
models are to e used. These models are annrlogous to and replace the Sun

' angle, nadir angle, and dihedral angle models ¢mployed in GCONES (Refer~
ence 8) and OASYS/GRECRS (Reference 10),

OABIAS posscsses models with error-free real observations--a feature which
is not commonly found in recursive estimation systems. In the usual estimation
system, the mcasurements M and their errors enter iﬁto the computations
through the real observations X'; i.e., Y=Y (M) and S_{c = Xc X .1 In
OABIAS Modcls 2, 3, and 4, however, the rcal observations are error-free

and M enters solcly through S_(c ; l.e., Xc = Xc (M, X) . The Appendix B
least-squarcs derivation of the OABIAS recursive estimator algorithm shows

that this unorthodoxy docs not alter the validity or optimality of the algorithm

1 . ¢ g tungs
Refer to Scction 3. 3.2 for the distinction between measuremeonts, real obser-
vations, and model observations,
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beeause the essential propertics of the computed residual veetor Z are re-

taiaed.

3.4.3 Stale Vecetor Flements

The state vector X used by OABIAS contains 12 clements x17 . These cle-

ments with their alternative symbols are defined as follows:

® xl (Sl) and X ) which define the attitude of the satellite; i.e.,

s
2 ( 2
the orientation of its angular momentum vector

° Xq (z,')o) which defines the phase of the satellite in its spin cycle at

the start of the run

® x9 {«) which is the satellite's spin rate

H Ii
mounting alignment of the horizon scanner

I ) ( o) . ' -
° Xy Aay) , Xs (¢ » Xg 6}, X, (GH) which define the effzccuve

[ x8 (AB) and x1 0 (€) which define i:ie effective mounting alignment

of the Sun sensor

° x7 (Ap) which is the effective error in the central body angular

radius pc computed in OABIAS using orbit information

° X9 (At) which is a timing-bias due to an effective error in the

computed location of the satellite in its orbit

The precise mathematical definitions of the 12 state vector clements are given
in Scction 3.5. Notc that ¢;I and ¢g are the cffective azimuth angles of the
horizon scanner, rclati\.'c to a body-fixed reference frame, at the Earth-in and
Earth-out horizon crossings, respectively. OABIAS considers these as distinet

parameters. Also, is an alignment error of PAS and is not required with

€
IT

conventional horizon detectors.,

The initial cov. “ianc . n.trix I’o which the user supplies o OABIAS is diag-

onal, \When selectad diagonal clements of this matrix are sct to zerv, the

3-30
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corresponding clements of X remain constant, at their a priori valucs,
: 3
throughout the run. Thus, the uscr can seleet the components of X to be

updated. This is a powerful and mecessary tool for the proper. use of OABIAS,

OABIAS also provides the user with the option of not updating the state vector
estimatc S after cach obscrvation, Equalion (3-3) shows that a reference
vector z'(jR is uscd in the processing operations performed on each observa-

tion j. )_(iR enters into the mathematics primarily through the pariial de-

rivative vector G Most recursive proccssors which model the observation

jR” .
geometry nonlincarity (i.e., which make each (_}j a function of 2() update X
at each observation using _)_{jR = 2j-1 . In OABIAS, however, )_ij
updated after eacn observation, after each telemetry frame, or after every

iR
may be

N telemetry frames, wherz N is a user-selected integer. These options
have been included in OABIAS to provide additional flexibility of opcration,
pérticularly when observation geometry nonlincarity is significant. OABIAS
computes an updated state vector estimate 5\_; only at those points where the

" reference vector (now to be denoied as )_gR) is updated. For this reason, pre-
vious CSC reports have called the operation state vector updating rather than
reference vector updating. The reference vector is updated by setting it equal

to the updated state vector.

T Aerive the state vector updating equations implemented in CABIAS, combine
Eagationg {3 30 and (3-3g) into a single cqt.mtion. Replace ij by X, and
repiaec tns § subscripts by k's . The first obscrvation after the most recent
updating is signified by k=1 . Subtracting )_SR from both sides of the equation

yields
{ Q { T & |
AX, = AN, .+ K G ., AN (3-124)

k%1 21Kk T SkR O2k-11
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where, by definition OF POOR QUALITY
Py A
Ak - & -y
(3-12b)
AR =% _-X
k-1 ~k-1 ~R
and
A
-A)_(o =0 (S-12¢)

It should be noted that the AR
as the Ag

K of Equation (3-12) is not the same variable

j of Equations (3-3f) and (3-3g) because it is defined relative to a
different reference. OABIAS sets Ag equal to 0 when the state vector is up-
dated and then processes the observations sequentially using Equations (3-3a)

through (3-3e) and (3-122). Let the numbzer of sbser sations between updates

.be n. When k=n, OABIAS updates ?_( and }_{R using
N A A
X =X +AX (3-132)
“n “o n
N
Xp =X (3-13b)

N
where }_\:o is now the previous state vector estimate.

3.4.4 Iterative Opcrnlién

When the cffect of observation geometry nonlincarity is significant, the per-
formance of a rccursive filter can often be improved by iterative operation.

With this technique, the composite block Y of obscrvations, or subscts of

’
1

3-32
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this block, arc run through the filter several times., The state vector csti-

mate :‘_\9‘

f
X;Hl for the next pass. If the procedure is suceessful, the estimates X

obtained at the end of any onc pass A is used as the a priori input

will converge toward a constant valuc as A increascs. f

" Recursive filters require, as inputs, not only a priori state vector cstimates
go but also an a priori covariance matrix P, . For itcrative operation, a
technique for establishing the matrix input P é to be used at the start of each
pass A must be decided upon, The two simplest approaches are: (1) to reset
P to its original a priori value (i.e., P;‘ = Po , where A =1, 2, ...) or (2) to

A p-1 , where

use the value obtaincd at the end of the previous pass (i.e., P0 =P

A=19 2, o-o)-

Three types of iteration capability are provided in OABIAS, In the first, the
complete block Y is run through the processor in each pass., For this method
of iteration, the user has the option of employing either of the two P: updating
schemes noted in the above paragraph. The number of iterations are sclected

‘a priori by the user; the program has not been given the capability of using the
oA

)_(f convergence as a criteria for automatically ending the operation.

In the second type of iteration, the iterations are performed on subsets Xa
of Y. The Xa's are composed of the obscrvations between state vector up-

dates. Thus, if 8 is being updated every seven frames, ’5_{1 will contain the
ok .ervations obtained from framz2s 1 to 7. The program will continuc to re-

$ A
=1f

on the number of passes is reached, It then will move on to set 22 which is

composcd of the observations obtained from frames 8 to 14, For this mode of

proccss }_’1 , until the cstimate converges or until the specified limit

A
iteration, OABIAS has not been given the Py = P(l, covariance matrix resctting

capability; it employs only the Pg - 1‘3'1 method,
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3.4.5 Sinule Observation Iteration

In addition to the two iteration techniques discusscd above, OABIAS has a third
iterative method called the lincarity fix (Reference 11), Although conceptually
and mathematically similar to the other two iteration methods, the linearity

fix should be distinguished from them. With this third technique, the program
iterates the scalar observations onc at a time. ;I‘laat is, any single obscrvation,
e.g., obscrvation j, is re-run through the filter (A =1, 2, ...) until the
state vector estimate ’_}:? converges to a constant value or until the v.er-
specificd lim.. on the number of passes is reached. The program then moves
to observation j+ 1, etc. After these operations on observation j have been
compleiced, it is never necessary to recall observation j for further proc-
essing. As a result, the method provides the advantages of block iieration
with less degradation to the capability for real-time operation. The algorithm
employed in OABIAS for single observation iteration was obtained directly from

Reference 1.

" The mathematics of the single observation iteration method can be delineated
using the basic recursive estimator equations (Equation 3-3) as a starting point.
Assume that the processing of observation j - 1 has been comgleted to yield
3;-1 and Pj-l . Obscrvation j is to be processed nex_t. Let superscript A
signify the Ath pass (of observation j) through the filter, In pass A , the single
obscrvation iteration algoritam uses the state vector estimate 2?—1 from

pass X -1 as the reference vector. (In other words, the X = of Equa-

R
-1 )
tion (3~3) is now :_\\]A .) Equation (3-3) now can be rewritten to encompass

the single observation itcration option,

A (A,)\-l)
= X -14:
Ve .ch Ry (3-14n)
"
3-34
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gt = I 3-14b
S X \T) ( ’
sX1
A A
zj = yj - ycj (3-14c¢)
A A[ -1 AT i
K'=P, .G lw +G" " P, .G 3-14d
B =P G [“’1 * P -;] @-349
ah & A aTfs A-1))
V=R +k )2l -6 X -X 3-14e
o e SR 5 T {‘1-1 =] }{ (#-14e)
where
X°-% (3-14f)
—j = "j-l

While the filter is operating on observation j, the subscript j in the above
equations is constant; A takes on values 1, 2, 3, ete. The covariance matrix
P is not updated during the A passes. Instead, it is updated only after 3\5?
has converged or the limit on the number of passes has been reached. Letting
n be the total number of passes of observnﬁon j through the filter, the P

updating cquation is

P, = [1 - 1_\; \“T] P (3-15)
8XS
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3.5 EASIC GEOMETRY

This scction delincates the coordinate frames, direction cosine matrices, and
Irain geometric variables used in the OABIAS subsystem and/or employed in
the discussions in Scction 3.6 of the eight OADIAS observation mcedels, Exact

definition. of the 12 clements of the OABIAS state vector X aiso are included.

3.5.1 Coordinate Frame Flow Diagram

The Cartesian coordinate frames and the main geometric variables to be used
in the remainder of this section are shown in Figure 3-1. This figure uses a
standard technique for displaying the relationships between coordinate frames.
The circles in the figure .. present the coordinate frames. A straight line
between any two circles defines the rotation by which the coordinate frame on
the left is transformed .to the frame : 1 the right. For examp'e, rotating
frame spacecraft inertial (SI) about its z-axis through the angle ¢ yields
irame space.craft reference (SC). In the interest of simplicity, only the coor-
_ dinate frames which are fundamentally significant have been given names and

symbols; the remaining frames are intermediate ones of lesser importance,

The rotation angles shown in Figure 3-1 are to be regarded as the true angles
of the satellite being studied rather than as OABIAS time-varying estimates of
these angles. Thus, the angles are time-invariant except for the rotation

angle ¢ and (in RAE-B problems) the detector mounting angle 78 .

The squares in Figure 3-1 indicate dircction cosine matrices. For example,
A iz the dircection cosine matrix which transforms vector components from

GI resolution to SC resolution.

-G
V€ - 47!
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Similarly, Bl (B O) transforms vector component= from horizon-in crossing
prime (111') [horizon-out crossing prime (110')] resolution to SC resolution.

SC -IIT
R =131vH

Table 3-1, which supplcments Figuye 3-1, defines'the directions of the most
significant axes of the main coordinate frames. In this section, coordinate
frame axes will normally be indicated by x , y, and z with appropriate sub-
scripts. When it is nccessary to specify unit vectors along coordinate frame
axes, those shown in Table 3-1 will be used. Unit vectors along axes of par-
ticular significance, such as the one along the satellite's spin axis, have been

given special symbols as shown in the table,

3.5.2 Coordinate Frames GI* and GI

Frame GI' is the conventional gencentric ineriial frame defined with respect
to the celestial equator and poles. Let o and §' (not shown in Figure 3-1)
be the conventional right ascension and declination of the satellite's spin axis
relative to frame GI'. When &' is close to 0 degree or 90 degrees, the co-
ordinates which OABIAS uses to specify satellite attitude enéounter disconti~
miities (see Section 3.5.8). OABIAS avoids these difficulties by automatically
performing a 45-degree rotaticn of fra:..e GI' ic frame GI in runs where ¥' is
close to (i.c., within a user-specified tolerance of) 0 degree or 90 degrees.
Frame GI in Figure 3-1 is the gecocentric inertial frame, rotated or not, which
is used in the OABIAS calculations. The 45-degree rotation entails the trans-
formation of the unit Sun vector U and the orbit radius vector R from frame

GI' to frame GI.

The 45-degree rotation of frame GI' normally is taken about the x G‘-axis.
However, rotation about this axis produces an insufficient change in declination

when 6' is closc to 0 degree and «' is close to 0 degree or 180 degrees.

3-38
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Table 3-1, Coordinatc Frames, Axes, and Unit Vectors .
dsieare | svwnor | axes T ST | pesaion
°°°"°:AEA € BOL | AX Pt VECTORS ALONG] OF SIGNIFICANT
FRA AXES UNIT VECTORS
STANDARD xgi' | TOWARD VERNAL EQUINOX - -
GEQCENTRIC 1) ver - -
INERTIAL} 2G; | TOWARD NORTH CELESTIAL - -
POLE
{SEE NOTE 1) .
ROTATED G - ;, —
GEOCENTRIC Gl YGi = ) -
INERTIAL] 2, - & -
{SEE NOTE 1)
SPACECRAFT x5 SEE NOTE 2 i -
INERTIAL! ] v SEE NOTE 2 i -
zg, ALONG SATELLITE SPIN AXIS & s
SPACECRAFT xge | SEENOTE? (A -
REFERENCEZ sC Vsc SEE NOTE 2 A -
250 ALONG SATELLITE SPIN AXIS ‘55 s
xgg | PERPENDICULAR TO SUN SENSOR - -
FACE
~
SUN SENSOR? ss Vss SEE NOTE 2 - Ng
2gq SEE NOTE 2 - -
HORIZON-IN P SEE NOTE 2 — -
~
CROSSING3 H Vi SEE NOTE 2 - Ny
2 ALONG HORIZON IN-CROSSING LOS - N [
HORIZON-OUT o | SEENOTE2 - -
CROSSING3 HO | v,o | seewoTE2 - Nyo
240 | ALONG HORIZON-QUT CROSSING - "
Los [

VEIXED IN INFRTIAL SPACE

2FIXED IN THE BODY OF THE SPACECRAFT

3FiXED IN THE BODY OF THE SPACECRAFT FOR NORMAL HORIZON DETECTORS; ROTATES RELATIVE TO THE
SPACECRAFT BODY ON RAE-8 -

NOTE 1: THE DISTINCTION BETWEEN FRAMES GI’ AND GI IS DISCUSSED IN SECTION 36,2,
NOTE 2. THE DIHECT'ONS OF THESE AXES FOLLOW FHOM THE BASIC COORDINATE FRAME GEOMETRY
SUMMARIZED IN FIGURE 4 | AND DISCUSSED IN TEXT.
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Thus, whenever a rotation is nccessary and @' is within %15 degrees of
0 degree or 180 degrees, the 45-degree rotation is taken about y Gi’ rather

than x Figure 3-2 summazyizes the GI' to Gl rotation criteria. It should

GI°®
be noted that the transformation from GI' to Gl coordinates affects only the

internal workings of OADIAS; it docs not affect the inputs provided by the user

or the outputs generated by the pregram.

3.5.3 Coordinate Frames SI and SC and State Vector Elements x3 @) and

Xg ()

Frame SI is fixed in inertial space in any single OABIAS run, Frame SC is
the basic body-fixed reference frame of the spacecraft. Figure 3-3 shows the
relation among frames GI, SI, and SC. Tke ZSI- and ZS C-axes both lie along
the unit spin vector S of the spacecraft. Since OABIAS does not include nu-
tation effects, frame SC 1s obta. “'om frame SI by a single rotation angle
¢ which defines the instantaneous ,...ase of the spacecraft in its spin cycle.

The Xgo” and Vg oaxes are oriented such that the aximuth (measured in the

C

" *sc¢Vsc
sensor is zero.

plane from the +x

SC-axis) of the center of the spacecraft's Sun

OABIAS assumes that ¢ is a linear function of time

e=p +w {t - to} (5-16)

where gbo and w are constant, and to is the time at the start of the run.

The value of z,';o is normally of little or no dircct interest. It must be included
in X, however, because it is an essential component in three of the eight
OABIAS obscrvation models. Similarly, « is an essential component of six

of the cight models,

3=-10
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SPIN PLANE

g0° -5

Figure 3-4. Gecometry of Frames GI, SI, and SC
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3.5.4 Sun Scnsor Geomeiry and State Vector Elements x  (AB) and xlo_(ﬂ
[

Figure 3-1 shows the Sun sensor geometry at a Sun sighting time, ﬁM 6:1 this

figure is the angle measured by the Sun sensor, and B is the true Sun angle;
. , ~ o . \
i.e., the angle beiween U and S. € and AP are bias errors which cause

the variation between B and BM

This documcent employs a coordinate frame Sun sensor (SS) whose axes are

attached to the Sun sensor. The xS " and zSS-axes form the sensor's reference

slit plane. Idcally, the Sun sensor is mounted such that the spacecraft's spin
vector § lies in this reference slit plane. The sensor sights the Sun and

measures the angle ﬂh at those instants when (1) the spinning Xs57%ss plane

crosses the unit Sun vector 0 and (2) the angle between ﬁ and xSS is within

the range limits of the sensor. If the Sun does lie within the sensor's FOV, it

is sighted once per spin cycle.

OABIAS models the Sun sensor biases as actual or effective alignment errors
€ and AB. € and APB are included in the state vector X as elements

X0 and x8 , respectively. € is an alignment tilt of the reference slit plane,

and AP is a rotation of the instrument in this plane. AB is, in effect, an

alignment error of the main slit plane of the _nsor,
3.5.5 Horwon Detcctor Geometry and State Vector Elements x (Ay) ,

‘Qn)  Xg )+ and X ()

Parameters which are related to horizen crossings--either central-bedy in or
central-body out--are signified by the subscript I1 . Indices I and O are

used, as nccessary, to indicate in-crossings and out-crossings, respectively.

The horizoa scanuer vepresentation used in OABIAS employs separate coordi-
nate frames for in-crossing and out-crossing conditions. In Figure 3-1,
horizon-in crossing (I11) and horizon-out crossing (110) are the main coordinate

frames of the hovizon scanner. 1" and HO' are the intermediate frames and
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SATELLITE SPIN AXIS

og

(=]

SUN

UNIT
CELESTIAL
SPHERE

Figurc 3-4. Sun Scnsor Geometry at Sun Sighting

3-44

NI Anr e —————



ORIGINAL PAGE 18
OF POOR QUALITY'

are designated only because later sections utilize the matrices BI and BO

which transiorm vector resolution from II' and 1O! back to SC coordinates,

”~ Pa
The geometry of a horizon-in crossing is shown in Figure 3-3. LI and LO

designate unit vectors along the Z” and Z) O—axes, respectively, A horizon-

I crosscs the s'.y-to-central-body boundary. A

horizon-out crossing occurs when L o crosses the central-body-to-sky bound-

N
in crossing occurs when L

ary.

The orientation of frame 1II relative to the satellite body-fixed reference
frame SC is specified by angles ¢:{ , EH , AY , and ‘ys . The orientation of

HO relative to SC is specified by ¢8 . EH , AY , and )'S . ‘YS is the nominal
mounting angle of the horizon detector's line of sight relative to the satellite's
spin axis. For normal horizon detectors 'ys is constant. Thus, framcs HI
and HO and the intermediate frames HI' and HO' are invariant relative to
frame SC. For the RAE-B PAS, however, ‘)/S
crements, Hence, in PAS problems, frames HI' and HO' are fixed relative

is stepped in 0, 7~degree in-

" to frame SC, but HI and HO are time-varying relative to SC.

OABIAS models the horizon scanner bias errors through the rotation angles

GH , AY, ¢: and ¢IC; . These are included in X as elements x

I ’ 11 ? x4 ]
x5 , and x6 , respectively, GH and AY are regarded as alignment errors
of the unit and arc considered to be identical for both in-crossings and out-

crossings. ‘l , however, is used only with PAS, As can be seen in Figure 3-5,

I
when AY, ys , and ¥ are constant {as they are with normal horizon detec-

tors), a non-zcro € affects the horizon triggering times in ihe same way as

H
a bias Aqb” on the azimuth angle ¢H . llence, it is not possible for OABIAS

to distinguish between € and A¢” , and only one of the pair is obsecrvable

i
from the available horizon crossing time data. When running OABIAS, the

usual technique for circumventing this difficully is to constrain €. to zero.

H
In PAS ruans, however, el L in principle, is distinguishable from AO)L and

3=15
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NOTE: THE RELATION BETWEEN THE SC AND Hi FRAMES CAN BE SEEN MORE CLEARLY IN
FIGURE 4-1.

Figure 3-5. Horizon Detector Geometry at
Central-Body-In Crossing

3-16
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O . L. .
A¢u beeause of the time variation of ys ; hence 6" is not constrained to

zero in RAK-B problems,

I 0
3
Oy 2 9y

as the sum of the nominal azimuth angle ¢

arc azimuth angles of the horizon detector and can be regarded

nd - per .
HNOM and smaller perturbation

I o)
angles AQH and A'}Su; i.e.,

I_ I
Oy = ?HNOM * oy
02 =0 282

1~ ®unom T %y

The biases A¢:{ and A¢g result not only from physical instrument misalign-
ment, but also from improperly predicted electronic phenomena associated
with horizon detector triggering. The latter type of bias is not necessarily
identical for Earth-in and Earth-out crossings, and for this reason OABIAS

uses distinct azimuth angles ¢H and ¢g for in-crossings and out-crossings.

s indicated above, horizon detector azimuth bias errors A¢IH and A¢g
are included in X . However, an analogous azimuth bias A¢s of the Sun

sensor is not included. Instead, the x_ ,-axis has been defined in such a man-

SC

ner that A¢s =0, As shown in Figure 3-4, the Xg -axis employed internally

C
in OABIAS lies along the intersection of the Sun sensor reference slit (x

S
zSS) plane with the plane perpendicular to the spin vector S . The OABISAS
state vector has been set up in this manr.z - because it is not possible to deter-
mine absolute azimuth misalignments (relative to an arbitrary body-fixed
reference frame with an axis along é ) of both the Sun sensor and the horizon
detector from the available Sun sighting and horizon crossing time data,
Instead, only the azimuth misalignments of one instrument relative to the other

can be determined, The OABIAS solution has been to constrain the azimuth

alignment angle of the Sun sensor to zero,
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3.35.6 State Vector Ilement x7 (AD)

Using horizon crossing time data in atti‘ude determination computations re-
qu.ires that the values of the ang'ular radius P of the central lSody on the unit
celestial sphere as seen from the satellite be known. (The technique used in
OASYS/QABIAS to compute P is discussed in Section 3,7.) State vgctor

element X, is a constant angular bias AP on the computed values pc of p.

The assumplion that a Pc might have a constant bias is realistic because a
constant bias on the triggering threshold of the horizon scanner is the main
error source which generates a AP . Figure 3-6 demonstrates this phenom-
ena, The attitude determination algorithms assume that the sensor triggers
whenever the center point of its FOV crosses the boundary of the central body
disk, Figure 2-6 shows the result when the triggering occurs significantly
early on the in-crossing and late on the out-crossing. The figure indicates
that this triggering time error increases the apparent P of the Earth by a
constant vaiue, i.e., Ap, which is independent of the path oi the sensor
across the Earth's disk. This, of course, is a simplified view of the trigger-
ing phenomenz and is based on a number of assumptions and approximations

which include the following:
1, The FOV is circular
2, The oblateness of the central body is negligible

3. The change in the true angular radius @ of the central body
during the run is negligible

4, The sensor triggers, on the average, when a given fraction dA
of its FOV is illuminated

5. dA is identical for both in-crossiags and out-::rossim;s]L

6. dA does not change significantly during the run

]'l'his is u=ually the most important assumption,

3-48
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Frem the above paragraph, it should be evident that A0 is lacely a result of

sensor bchavior rather than of an actual uncertainty in the true Earth radius,

3.5.7 State Vector Element X9 (At)

State vector element X0 is a time bias At in the location of the satellite in
its orbit. It represcnts either a lag or a lead of the true in-track location of
the satellite in its orbit, relative to either the 'ocation predicted by the OAP'AS
orbit geaerator or the location specified by the orbit data supplied to OABIAS.
The use of such a bias is convenient f- = approximating simul.ted orbit data
errors which result from aerodynamic drag near the perigees of highly ellip-

tical orbits. At has been included in X mainly to ha="" > this type of problem.

It should be emphasized that At is not an error in the telen. - 'ed sensor

event times ts 1’ or t At enters the OABIAS n athematics only

» by HO " &
through the orbit radius vector R ~ .

3.5.8 Transformation Matrix A and State Vector Elements xl _(e_sl) and
The OABIAS algorithms require computation of the transformation matrix A
shown in Figure 3-1, This section discusses thi: computation and includes the
parameters s 1 and 8, which OABIAS uses as the X5 and X, co...ponents
of X to specify spin vector attitude.

Using Figure 3-1 and elementary rotation matrix techniques, A may be deter-

mined as a function of the angles a, 6, and ¢ . The result is

cosbea - sPsa  cpsdso + spcax  ~coed
A= J-s¢sbca - cosa -spsbsa + cpcax s@ed (3-17)
cbeca clso 88

where s = sine and ¢ = cosine,
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A can also be cxpressed in the following form:

- faGLT ]
[o]
1
A= ’6'20I'T (3-18)
T
~GL
h— o —

where ’é‘l , ’é‘é , and ’6;3 are unit veciors along the x-, y-, and z-axes of

frame SC, and superscript Gl signifies resolution along the axes of frame GI.

Superscript T signifiec that the clements are 1 X3 row vectors rather than

3 X1 column vectr ’é& lies along the spin axis of thé satellite, Thus
e - 2
e, =35.

Let the scalars ¢ and s_ siguify the components of §GI . Then

_ 1° 52 3
Equations (3-17) and (3-18) show that

8, = chea (3-1%4,

8, = clsa _ (3-19b)
_ o h o2 _ 2 _

8g = sb ;\/1 8, -8, (3-19¢)

The plus sigm is used with the radical sign in Equation (3-19¢) when 02 0,

and the minus sign is used when 6<0. .

In place of the usual @ and & angles, OABIAS uscs s1 and S, as the spin

ve ~tor a'tituce coordi ates Xy and Xy of X . Therefore it is necessary
to rewrite Equation (3-17) to vield A as a function of s1 ’ s2 cand ¢ .

)

-al
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This can be done, element by element, using Equations (3-17) and (5-19). The

result is

21 22 23

(3~20a)

B 2 2]
SISSC¢ —_szs¢ s253c¢ + sls;b -[s1 + 82] cg

-s5>¢-—sc¢ -sss¢+sc¢ [si-bsg]sq)

\[Sl +s, _
, / s 52 '+ s2
3y1 2

where

h i‘ 2 (3-20b)

Equations (3-20a) and (3-20b) are the ones actually used ia OABIAS to conipute
the elc ~en's n}m of A. ¢ is computed using Equation (3-1G).

Equations (3-19a) and (3-19b) show that Sy and Sy approach zero as & ap-

proaches 296 degrees. Equations (3-20a) and (3-20b) show that the elements

a_,a of A then approach a sirgular condition (zero divided

11’ 120
* by zero). The uet rvesult is that the use of coordinates S, and s, does not

' Moo
eliminat? the well known singularity at 6 = 90 Jegrees which is encountered
witk @ and 0 coordiraics., The ; trpose of the 45-c2gree coordinate rotation
when the user-supplied declination estimate 6; is closec tc 90 degrens is to

avoid thns dificulty,

_3"52 -t hy
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As noted previously, the correct sign of the square root term in Equation (3-20b)
is positie when 0> 0 and negative when 6 <0 . OABIAS determines the

correct sign of s_ at the start of each run and maintains this sign throughout

3
the run, Thus, erroncous computations would result if the filter's transient

response were such that the sign for Sq had to change during the run.,
OABIAS preveuts i is from occurriag by performing the aforementioned

N
45-degree rotation w. enever the user-supplied declination angle estimate 6:)

is close to zero. The proper sign of s_ is determined from the sign of the

3
initial declination angle /6\“) of the rotated coordinate frame GI. As a result

of the rotation, s, is sufficiently large that it wi'l not pass through zero during

3
the run; hence the potential change difficulty is avoided.

3.5.9 Transformation Matrices BI and B

o]
The derivation of the equations for the direction cosines matrices BI and B o
of Figure 3-1 requires only straightforward rotation matrix techniques. Be-

cause the form of the equations for BI and BO is identical, only a single

matrix, to be designated as B is shown. The azimuth angle is s.grified

H 1]
by ¢H . The result is

b b, b

11 12 13
_ _ T T T
By =| Py Doy Ppgl= r¢H @ TeH @ Ty, O
Lbsl b32 l:'33
(3-21)
cAywH - sA'yseHSQS“ -cetls;&“ sA’yc¢H + cAyseHs¢H

= € ¢ 3 -
CAysP,, + sAys€ oty o€ 08, sAYSS, - cAyse o,

cAyce

h—sA'ycen 8¢

H H

where T () signilics the matrix for the rotation about the axis within the
parentheses and superseript T significs matrix transpose. -
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3.6 OBSERVATION MODELS

Thi; scction discusses each of the eight OABIAS observation models. Also
included are thc derivations of the y and Yo algorithms for each of the
models, First, however, the pertinent features of the general observation

model equation used by OABIAS will be recapitulated.

The OABIAS observation model equations are in the form

ym =y, (@, X +v (3-22)
where y = the real observation
Yo = the model observation

m =the 4 X1 vector of the basic measurements for the frame being
processed

v = the nct error “ue to the error in m and to modeling approxima-
tions and inaccuracy '

} (3-23)

T
m = {mlo mzo mas m4} = [BM’ tsi tHi’ tHO

OABIAS processes the telemetry frames individually. Assuming no Sun angle
smoothing, no obscrvation model utilizes measurements m, :rom more than
one telemetry trame in any single processing operation. For this reason, in
the remainder of this section, ringle frame measurement vectors m will be
referred to rather than the composite block measurement vector M used
earlier in this report. Also, the form o: i.guation (3-22) will be maintained
throughout this section with the real observation on the left and the model

observation on the right.

For cach of the cight models there is an observation equation of th~ ¢ oncral

form shown above. In Models 1, 5, 6, and 8, y is calculated using one or
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more clements of m, In Model 7, y is the telemetered horizon detector
angle. In Models 2, 3, and 4, y is zero by definition, _vc is computed in each
modec! from an algebraic expression involving one or more elemeats of X
and, directly o indirectly, one.: or more elements of m . Iti Models 2, 3,

and 4, the m dependency enters solely through yc .

When running OABIAS, the user sclects the elements of X to be used and the
models to be employced. These must be compatible with each other and with
the attitude determination problem being pursued. Because knowledge of the
elements of X which appear in each of the models is important, they will be
noted explicitly in the discussion of each model. (See Table 3-2 for a sum~-

mary of these elements.) -

The OABIAS recursive estimation algorithm also requires computations of

partial derivatives ¢” the form

=-—"—E—
1] axn
n=1to 12

The 12 gn's are comprised in the G vector used elsewhere in the report.
Because there are 8 models and 12 siate vector elements, there are 96 partial
derivatives including some which are zero. (Becau-~ of the number and com-

plexity of the partial derivative equations, they are ccntained in Appendix A.)

3.6.1 Model 1--Sun Angle Model

The angle which is mcasured by the Sun sensor BM is the observable for
Modcl 1 and is clearly the most significant clement of m used by Model 1.
Model 1 is similar to the Sun angle models used in OASYS/GCONES and
OASYS/GRICRS except Model 1 includes the Sun sensor misalignment angles
€ and AB,
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The basic geometry at a Sun sighting is shown in Figure 3-1, The features

of this figurc esscntial to Model 1 are repeated in Figure 3-7,

The Sun anglec observation equiition is obtained by applying the law of cosines

of sides to the spnerical triangle shown in Figure 3-7, Thus,

B.. = ~AB + arc cos (sec € cos B) (3-24)

M

A suitable cquation for cos B now must be derived. This equation should

include elements of X but not the measured Sun angle BM .

. (4
starts by expressing cos 8 as the dot product of _ﬁ and §

The derivation

cosB=0-% (3-25)

Let U and S be resolved along the axes of frame GI and let their components

be designated as u_ , u and s_,

1° %% 1° 527 83
an ephemeris file or orbit generator provides the unit Sun vector components

, u , respectively. In OABIAS,

] ] [ ]
Ujs ¥y Yy

are identical to u1 » Uy, U

(at Sun sighting time tS ) along the axes of frame GI'. These

3 in runs in which the 45-degree frame GI rotation

is not made. In runs in which this rotation is ... de, the OABL;\S transforms

1 | '
ul,u ,u3

Ilence u1 .

into U, Uy, U, using standard rotation equation methods.

u, and u, are not functions of X . s
Equation (3-19¢) given previously.

3 is computed using

1n summary, the Model 1 equations are

y= BM (3-26a)

yc=-AB+arccos[(u s, +tu_S_+u

1 51 FUy 8, + U, 8) sec 3 (3-26b)
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Figure 3-7. Geometry for Model 1--Sun Angle Model
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, , 2 2
§3 =z/1 ,Sl - 32 (3-26c)

The correct sign in Equation (3-26c) is deierminced at the start of each OABIAS

nn,

Equation (3-26) shows that Model 1 contains the following X elements:
sl, 8, A8, and ¢

Model 1 is the only model which contains A8, and it is the onl: model that uses
the Sun angle measurement BM . Hence, Model 1 normally is included in all

QOABIAS runs.

3.6.2 Modcl 2~-Sun Sighting Time Model

Model 2 employs only the Sun time measurement ts . The essential features
of the geometry are shown in Figure 3-4. In this figure, the Sun sensor refer-

ence plane x rotates in inertial space due to the spin of the satellite.

ss~”ss N
The Sun is sighted when this plane crosses the unit Sun vector, U .

ﬁs is the unit vector along the Sun sensor axis Yss which is perpendicular
to Xgg and Zgg -
Therefore,

~ N
Ns is perpendicular to U at Sun sighting times ts .

|

sit=t
S

‘/\ ”~N
0=0U-N 3-27)

The observable for Model 2is U - ﬁs = ¢cosT , where T is the angle between

N A . e v i
U and Ns as shown in Figure 3~t, The value of cosT varies as a function



ORIGINAL PAGE T3
OF POOR QUALITY

of the angle ¢ of the satellite in its spin cycle. Assuming the orientation of
ﬁ and § to be constant, cosT is a periodic function of time; its fundamental
period is the satcllite's spin period 27/w. CosT is observed only at thosc
times ts. when the Sun is sighted. llowever, cosT is zeroat t= ts as was
indicated in Ecuation (3-27). Therefore, the real observation y and modecl

observation yc for Model 2 are

(3-282)

<
"
@D @

N\
. N (3-28b)

]
"

where Yo is evaluated at the measured Sun sighting time ts .

It should be apparent that there is a fundamental difference between Models 1
and 2. In Model 1, the significant measured parameter BM entered into the
mathematics through the real observation y . Thus, y was not known per-
fecily. In Model 2, the measured parameter ts enters the mathematics
solely through the model observation Ye rather than through y . With
Model 2, y is zero by definition. Hence the name ""obse- vation" as applied
to y in Model 2, in a sense, is 2 misnomer. However, this difference be-
tween the m2thods of Models 1 and 2 does not affect the perforrﬁance of the
system as a least-squares recursive estimator; in both cases the residuals

y - Ye have equivalent properties,

A suitable equation for Yo containing ts and elements of X now must be

derived. Using frame GI resoiution, Equation (3-28b) becomes

_ Gl AGI _
yc—U ﬁs =u, o, +u, n2+u3 n, (3-29)

-
| 3 e e o - .l Voo
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As was noted in the Model 1 discussion, the components u_ , u

1 2’3
are provided by ephemeris data. IHence, the remaining problem is to develop
equations for the components n: , n_, n_ of ﬁGI .
1 2 3 s
Because Ns lics along Ysg *
0
ﬁis = (3-30)
0

The D, n,, n3 equations now can be developed with the aid of Figure 3-1

and standard coordinate frame transformation methods. The result is

n 0
ﬁgl = n; = AT Te(x)T Tag ot h (3-31)
n, 0

where superscript T signifies a matrix transpose and

[ca8 0 -sAB N
T A8 (y)' =10 1 0 (3-32a)
LSAB 0 CAB
1 0 o
Te(x) =}0 ce s¢ (3-32b)
_0 -5¢ C€

A is the direction cosine matriyx defined in Figure 3-1 and discussed in Sce-

tion 3.5.8. It is computed in OABIAS by Equation (3-20),

3-60
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The final equation for n is obtained by substituting Equations (3-32a)

1* M2 "3
and (3-32b) intc Equation (3-31) and performing the multiplications. By indi-
cating the clements of A by lower case letiers, as shown in 'Equation (3-20),

the result is

a._Ce+a _ s€

1) (%21 % " *m
NoT={"ap= %22 °€ ¥ %a ¢ (3-33)
n3 323 ce + 333 s¢

AB dues not appear in the result.

The final equations for Model 2 are Equations (3-28a), (3-22), and (3-33).
Equations (3-33) and (3-20) show that quel 2 includes the following elements
of X: Sy 8y tbo , W, and €, When computing ¢ and, hence, A for
Model 2, the measured Sun sighting time ts is used, This is the mechanism

through which m enters the Model 2 mathematics.

3.6.3 Model 3--Nadir Vector Projection Model

The centiral body horizon-in crossing time t __ or the horizon-out crossing

Hl
time tH 0 are the elements of m which are usea in Model 3. When the user
requests Model 3, separate calculations using first t_ and then t are

HI HO
performed. In the interest of simplicity, the present discussion and notation

will not distinguish explicitly between the norizon~in crassing and horizon-out

crossing cases,

Figure 3-8 summarizes the esse..dal gcometry fo- Model 3, ta this figure,
£ is the unit vector along the line of sight of the horizon scanner and rotories
in inertial space due to the satellite's rotation, Figure 3-8 shows the locus
traced out on the unit celestial sphere by the tip of T. R ie e unit nadir
vector of the central hody; it moves rclatively slowly on the celestial sphere

_3-C1
]

R ks Al
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due to the in-track motion of the satellite around its orhit. £ is the apparent

angular radius of the central body on the unit celestial sphere as seen from the

satellite. -

The obscrvable for Model 3 is the parameter coz P + ﬁ . ’I\.. . This parameter
varies cyclically at the orbit period 2m/w . There is also a slow variation due
to the motion of R on the celestial sphere and (in elliptic orbits) 1.he‘ changing
magnitude of ©. The measurements of this observable are contained in the
horizon crossing times tH . A check of the geometry in Figure 3-8 will show
that the observable is zero at these times. In this respect, Model 3 is analo- '

gous to Model 2, The equations for y and Yo therefore, are

y=0 (3-34a)

yc =Cco8 P + ﬁ . II\‘ (3-34b\

" where Yo is computed at the horizon crossing times tp .

OABIAS uses the following equation to obtain cos f for the Yo computation:

cos P = cos (pc + AP) = cos pc cos AP - sin pc sin'. AP (3-25)

where pc is the nomputed valuc of P obtained using orbit data. (see Sec-
tion 4.6 for a discussion ai this computation.) AP, which is element x_ of

7
X, is a bifas on Py

To derive the ccuation for ﬁ - T , frame GI resolution is used. Let R be
the distance vecior from the Earth's ceater te the satellite, Then

ﬁGI 1 -RGI v (3-36)

I

3-63
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Letting the components of 'T?"[ be designated as R 1 Rz . 113 R

S TR
=/ -3
R] R + R, + Ry (3-37)

The Rl . Ic.’ . R3 values are generated for the OABIAS recursive estimator
via an ephemeris file or orbit generator; these data are transformed as nec-
essary in those applications where the 45-degree GI' to GI transfc...ation is

made.

Let the components of ’I:GI be designated as 1 1 1 Use of

, 1GI ’* 2GI* 8GI °
Equatiors (3-53) and (3-36) now enables the Ye expression in Equation (3-34b)

too-+ iter as follows:

y, =cos Pc cos Ap - sin pc sin Ap

(3-38)
+?l: 'R 1 +R, 1 +R_1 N
IR} {71 °1G1 ~ "2 2GI * '3 3GI|
Suitable equations for the components 1 1 1 of ﬁGI ave derived

1GI * 2GI’ "3GI
using Figure (3-1) und the usual rotation matrix techniques. The intermediate

result is

0
_ T
it

1
T 'ry(y)T 1 (3-392)

=>
1

(3-39¢c)

1 1
1SC
SC - 18
-{lzsc’ =3 (3-39b)
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e

cys 0 -sys
T.y(y) =]10 1 0 (3~40)
e 0 s

The second part of Equation (3-39a) follows from the fact that L lies along

the 2, -axis. The equations for the elements a)\“ and b)“1

and B are Equations (3-20) and (3-21). The final scalar equations for 1

of matrices A

1GI’

l2 G’ l3 GI are obtained by performing the matrix multiplications of Equa-

tions (3-38), (3-39), and (3-40). The result is

b11 sys + b13 c-ys . !

1SC
sC
- byy 875 * Bz &Y 2= ose (3-41a)
D3y 875 * bgg €Y, Lsc
Lia 311 hsc * 221 Yasc * 231 hsc
1. N = L +a 1 _+a 1 3-41b
=4 261 212 1sc T 222 '2sc T 232 '3sC ¢ )
Liar 313 lisc * 223 basc * 233 s

The final equations for Model 3 are Equations (3-34), (3-37), (3-38), and
(3-41). Equations (3-16), (3-20), and (3-21) also are needed for computation

of the clements of the A and B matrices.

In using Equation (3-16) to compute the angle ¢ which appears in A, the

time t is the measured horizon crossing t
X

. - S PO .
¢mod013 'bo+altll to\ (3-42)

C”Q\ 3-65
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-=GI ‘
The elements of R, however, are evaluated at t" + At where At is

element X9 of X . These are the two mechanisms through wkich m enters

into Modecl 3.

..

A check of the cquations will show that Modcl 3 includes the following elements

Ld 4, I
. O w .
of}s.sl,sz,lp,A‘)',o&H or¢H,Ap, , t and At

H ?

3.6.4 Model 4--llorizon Crossing Time Model

As with Model 3, Model 4 employs the central body horizon crossing times l:HI

or t Likewise, separate calculations using t. = and ¢ are made

HO’ HI HO
with Model 4. Once again, the present discussion and netation will not dis-

tinguish explicitly between horizon-in crossings and horizon-out crossings.

Figure 3-9 sliows the essential geometry for Model 4. ﬁH is a unit vector

along the y-axis of frame H and the horizon detector line of sight vector T

lies along the z-axis of frame H . Hence, N and T are perpendicular to

H
. A A
one another and NH « L = 0. Both vectors rotate in inertial space due to the

spin of the satellite,

Figure 3-9 shows the locus swept out on the unit celestial sphere by the tip of
T . D is a unit vector whose tip is at the intersection of the perimeter of the
central body disk and the locus of 'I\J . D moves (relatively sl;)wly) due to the
motion of the satellite in its orbit which produces motion of the central body
disk on the unit celestial sph. ~e. It is important to realize that the ﬁ motion

~
is not a function of the satellite's spin rate w ,

The observoble for Model 4 is cos { where  is the angle between ﬁll and

~
D. Thus cos (= ﬁll * D. Cos{ v-ries as a function of the angle @ of the

satellite in its spin cycle. The motion is near-periodic with the fundamental

period being the satellite's spin period 27/w . There also is a slow variation

due to the motion of D . Cos C is obscrved at the horizon crossing times t"

. 3-66 PN
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SATELLITE SPIN AXIS

LOCI TRACED BY LINE
OF SIGHT OF
HORIZON SCANNER

CENTRAL BODY DiSX

p=p . tap

UNIT CELESTIAL SPHERE

Figure 3-9., Geometry ior Model 4--Horizon
Crossing Time Modcel
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when L and D coincide, Because L is orthogonalto N, cos{ =0 at

H
t=t

ne Thercfore, the y and yc equations are

«
1]
[~

- (3-43a)

)
"
Z>
o)

(3-43b)

where Ye is evaluated at the horizon crossing times t}i .

Resolution on frame GI is employed in the yc computation. Thus,

" _aGI_ AGI
¥, = ﬁH D (3-44)
Referring to Figure 3-1,
1
£5Cir @fT ®'T. ¢ W° (3-45a)
H ¢H ‘H Ay H
"ﬁgl = AT ’ﬁflc (3-45b)

where ¢H(z) . en(x) , and Ay(y) are the usual coordinate frame transforma-

tion matrices. From the definition of frame H' and the vector NH .

0
N, =(1 (3-46)
0

3-63 .
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The scalar equations for ﬁIGI[ are obtained by substituting Equation (3-46) into

Equation (3~43) and performing the matri- multiplications. The result is

"msc ) {75%:

ﬁzc = Mmzsc ™Y “%u *u (@-472)
_“Hssc €y
Pmicr) (*11 "misc * %21 "Hzsc T %31 “nsscl

ﬁgl = Iyoar,; 7?12 "msc 222 Pnesc %32 Puascy B
l"nsms %13 "uzsc * ?23 Muesc * 233 "ussc

The scalar equations involving ﬁGI can be obtained with the aid of Figure 3-9.

401, Ol ety + Ay) cey (3-48a)

) L ~c(o, + o) (3-48b)
Py

B, B8 (3-48c)

At any stage of the OABIAS computations, numerical values (or estimates) for
all parameters in Equations (3-18), except ﬁGI , are available. Hence, Equa-
tions (3—48a), (3~46b), :;nd (3-48c) constitute a set of scalar equations which
can be solved for the thrce components of ﬁGI . Because the derivation of the
algovithm for ﬁGl is lengthy and not csscatial for the discussion of Model 4,
it will be deferred to Section 3.8, However, it should be noted that ﬁGl is

a function of the following clements of X: s Ay, Ap, €, and At,

1 89 H'

3-69
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The ecuations for Modfl 4 are (3-432a), (3-44), and (3-47), plus the soiution of
Equation (3-18) for DG[ . In addition, Equation (3-20) is required to calculate
the elements of A , and a supplementary calculation of Pc is needed. The

algorithm also requires TiG[ and the nominal mounting angle ‘ys as inputs,

As in Model 4, @ (and hence A) is evaluated at the measured horizon crossing
time tH . _ﬁGl (and hence pc) is evaluated at tH + At where At is element

X9 of X . These are the two places where m enters into the Jodel 4

mathematics. A check of the equations should show that the X elements
which appear in Model 4 are the same as in Model 3: s 8y 4)0 ., AY, ¢:{

O -
or ¢H,Ap,w,eH,and At

1’

3.6.5 Model 5--Sun to Earth-In and Sun to Earth-Out Dihedral Angle Model

Model 5 uses two elements of m : the Sun sighting time ts and either the
—_ the horizon-out crossing time tH 0" When
the user requests Model 5, separate calculations using ts and tH and then

I
t and t
]

horizon-in crossing time t

HO are performed. In the interest of simplicity, the present di :us-

sion and notation will not distinguish explicitly between horizon-in crossings

and horizon-out crossings.

The geometry for Model 5 is shown in Figure 3-10, The left portion of the
figure shows the geometry at a Sun sighting time ts ; the right portion shows

the geometry at a horizon crossing tirie t_ . Since the spin rate « is con-

|

stant, the total spin angle change between ts and t

u will be w(tl_l - ts) .

The observable for Model 5 is (tH - ts) . Thus

y=tg -t (3-49)

3-70
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Figurc 3-10. Gecometry {or Model 5--Sun to Earth~In and
Sun to Earth-Out Dihedral Angle M ydel
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The basic equation for the model observation yc can be developed with the

aid of Figure 3-10,

=..1—

Bl - 2mn]} (3-50)

y {Ads-As+AII-¢

H

A a5 ° as shown in Figure 3-10, is the dibedral angle between the ﬁ—g plane
and the 5-D plane. As/w is the change in the Sun sighting time t due to
Sun sensor misalignments € and AB. Similarly, AH/« is the change in
tH due to horizon scanner misalignments €H and AY. ¢H/w is the time
required for the satellite to spin through the azimuth angle ¢H between the
Sun sensor and the horizon scanner. 27n, where n=1, 0, or +1, is an
additional term which is required to make the angle inside the braces fall

within the proper range under all conditions,

A ds in Equ'ation (3-50) is computed using the well known dihederal angle ex-
3

pression

-
Ay =arc tan )—° [U:D]A (3-51)
v-D-(D.81(0.81)

where all ve tors are resolved on frame GI,

G

As noted previously, U ! is provided by ephemeris data and is evaluated at

t= t’3 . The clemeuts of 'S‘Cl are s1 and 50 which are the state vector
elements, and 53 whicl .3 obiained via ‘33 = :tﬁ - si - sg . ﬁG[ is com-

puted using the technique summarized in the Model 4 discussion and delincated
. Gl 1
in Section 3.8. When computing ) , the vector ﬁG is evaluated at

t=tll+Ato

(R
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The term As in Equation (3-50) is computed using the two spherical triangles
associated with the Sun sensor ir Figure 3-10, From the upper triaagle and

the law of sines,
sin E = sin ¢/sin 8 (3-52a)
From the lower triangle and the law of sines,

sin E sin (90 - B)

8in As = Sin A (3-52b)
Combining Equations (3-52a) and (3-52b), -
sin As = ':—ii::—;gf% (3-5é°)
- From the lower triangle and the law of cosines of angles,'
cos A =sinesinf . (3-52d)
Comparing Equations (4~52a) and (4-32d) shows that é
A=90-¢ (3-52¢)

The final equation: for As is obtained by substituting Equation (3-52¢) into
(3-52¢).

As = arc sin (tan € ctn B) (3-53)
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When using Equation (3-53), 8 is computed as follows:

" B =arc cos (GGI . §GI) (3-54)

The remaining task is to develop the equation for AH to be used in Equa-
tion (3-50). Figure 3-10 shows that this task is geometrically identical to
the development just completed for computing As . Hence, Eqguation (3-53)
can be employed directly with appropriate changes in variables. The result
is

AH = arc sin [tan €, ot ] {3-55)

where ¥ is calcul2ted Jromn

¥ = arc cos (8O, ﬁGI]

(3-56)
In summary, the equations for Model 5 are Equatirns (3-49) through (3-51)
and (3-53) through (3-56). A check of these equations shows that Model 5 uses

I O
A‘Y.¢H or ¢

the following elements of X : s H

1’82’ ’Ap’w!€!€
and At. o

Hl

3.6.6 Model 6--Earth Width ~~»]

Model 6 uses two elements of m : e horizon-in crossing time tHI and the

horizon-out crossing time ¢t The observable is the difference betweon

HO *
these two times. Thus

Y=tio " tm 3-57)

.3-1
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Figure 3~11 shows the gecometry for Model 6. Model 6 is mnlhématica!ly
identical to iModel 5 except the Sun time and geometric vaciables of Model 5
are replaced by the Sun time and geometric variables associaled with the other

horizon crossing.

The basic Yo equation for Model 6 can be written with the aid of Figure 3-11.

The resull is

)
]
Lol R

o 1.
[A a6 % 0t 21m] (3-58)

Equation (3~58) is analogous to Equation (3-50) for Model 5. Equation (3-55)

shows that AHI and AHO are identical in value. Hence, they cancel one

another and do not appear in Equation (3-58). ¢;{ and ¢g are elements x5

X.
X, of X

A 36 in the Yo equation is computed from ﬁ?l , §GI , ard ﬁgl using the
- usual dihedral angle expression '

8.8, x5,
A =arc tan . . (8-59)
d6 ﬁl'ﬁo'[ﬁl'gj[g'ﬁoj

where all vectors are resolved on frame GI,

f)?l in the above cquation is computed by the usual method (sce Section 3. 8),

with ?(m and pe cvaluated at tHI + At, ﬁgl is computed by the same
technique with ﬁm and Pc cvaluated at t" o* At,

A check of the equations shows that Model 6 contains the following elements

of X: ¢ .A)’,¢:! and\bo AP, W, €

» S "' i

ld .
1 l','m At:

o=~T70
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SATELLITE SPIN AXIS

'H"NO’
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\
aH, '
8Hg

UNIT CELESTIAL SPHERE

CENTRAL BODY DISK ON
CELESTIAL SPHERE

NOTE: MOTION OF CENTRAL BODY DISK BETWEEN o AND 1)y NOYT SHOWN.

Figure 3-11. Gcometry for Model ¢-=Earth Width Model
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3.6.7 Model 7--Small Target Model

Model 7 was developed for the translunar phase of the RAE-B mission. In

this phase, the angular radius of the central body (the Moon) was suificiently
small th.at it could Le approximated as a point source for attitude determin:ation
purposes., The PAS horizon detector angle ¥ was stepped in a predetermined
manner. The telemetered data included the r;lative times (LH - ts) when the

central body horizon was detected and the scanner angles ys at these times,

The geometry for Model 7, shown in Figure 3-12, i3 mathematically similar
to Model 1. The observable for Model 7 is the horizon scanner angle ‘ys .
The observation equation can be derived using Figure 3-12 and the law of

cosines of sides The result is

oo cos ¥ .
ys AY + arc cos [&E’G—] (3~60)
. H
Cos Y can be computed .s follows:
cosy = - ROL, §C1 (3-61)

Therefore, the Model 7 equations for y and y, are

y=Y, (3-62a)

Gl AGI
Lﬁ___i_] (3-62b)

yc = =AY + arc cos { cos €y

In ﬂic RAL-B application, ﬁcl was computed at frame times which were

accurate to £0,5 spi period,

3-77 "-‘ [ ) -—-.~---;-/-_. '



OMIGINAL PAGE IS
OF POOR QUALITY

CENTRAL _
8ODY .

CENTER OF SATELLITE'S
= UNIT CELESTIAL SPHERE

L3

Figure 3-12. Geometry for Model 7--Small Target Model

B
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Equation (3-62) shows that the following elements of X appeared in Model 7:

,and €.
1* S0 A7, and €,

3.6.8 Model 8--Sun to Earth Mid-Scan Dihedral Angle Modei

s

Model S'originally was designed for the RAE-B mission and, like Model 7,
approximated the central body as a point. However, Model 8 has recently
been modified to eliminate the restriction that the central body must be small.

The present discussion covers only the new version of Model 8.

Model 8 uses three elements of m : the Sun sighting .ime 1:s and the two

horizon crossing times tHI and tHO .

Vin Figure 3-13. The Model 8 observable is the time interval between ts and

The geometry for Model 8 is shown

the midtime between the horizen-in crossing and the horizon-out crossing

0.5 [tHI + tH O] . Thus

y=0.50t +t, o] -t (3-63)

Model 8 is mathematically similar to Model 5 except i:HI and tH o of Model 5

c AN Fal
tHO] . Also DI R D0 of Model 5 are
used for the Model 8 dihedral angle (A d) computation. The equation for the

are replaced in Model 8 by 0.5 [tm +

model observation y, can be obtained with the aid of Figure 3-13 or by

anitlogy to the corresponding Model 5 result--Equation (3-50), It is

10 1]
*1 " %y

W - As+ AH + .‘Zm] (3-64)

1
yc=—‘E[Ad8'0.5

In Equation (3-61), -Gﬁ and ¢:l are the horizon detector azimuth angle ele-

ments x_ and x T Model 8 thus employs the average azim'h angle of the
J

horizon detector. -
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CENTRAL BODY AT
HORIZON-iN CROSSING
CENTRAL BODY AT
‘ HORIZON-OUT CROSSING

A
s A

\s__,\

Figurc 3-13., Gcomctry for Modcl 8--Sun to Earth
Mid-Scan Dihedral Angle Model
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The dihedral angle A 4s

by using thc Model 5 result--Equatien (3-51).

is shown in Figure 3-13. Ils eguation can be obtained

In fact

A= o.s[‘«\d5 (in) + A (out)]

yc =0, s[yc (Model 5, in) + yc (Mogael 5, out)]

s. {0 xﬁI] l
U-D -[D. .80 8]
I I )
\ (3-65)

Ad8=0.5 arc tan

S [ﬁxDO]

U.Do-[ﬁo-gl[ﬁ-ﬁ‘]

o

+ arc tan

where all vectors are resolved on frame GI. fJGI is computed at t = ts .

As and AH were defined previously (see Figure 3-10 and Equations (3-53)
and (3-55)). For As,

As = arc sin (tan ¢ ctn B) (3-66a)

where B is compated from

I. §GI

B = arc cos (’[}G ) (3-66b)

.3-81
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For Ali,
AH = are sin [tan €y Otn Y] (3-67a)
where ¥ is computed from
¥ =arc cos [cos €y 08 (-ys + Av)] (3-67b)

In summary, Model 8 employs Equations (3-63) through (3-67). A check of the
ecuations shows that Model 8 uses the following elements of X : s €

O I
w € L ]
¢H,¢H,AP, , Ay, €, and At

1° % ‘g
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3.7 COMPUTATION OF CENTRAL BODY ANGU.L:\R RADIUS Pc

OABIAS usces the following equation to compute the angular radius P of the

central body ou the unit celestial sphere as scen from the satellite:

P=p_+ AP . (3-68)

where Pc is computed deterministically using orbit information and AR is

a bias element which is included in the state vector X.

OABIAS provides two methods for computing Pc . The first assumes that the
central body is spherical; i.e., central body oblateness is omitted, Fig-

ure 3-14 shows the gecometry for this case, TFor notational simplicity, the
magnitudes of vectors will be referred to in this discussion as they are desig-
nated in Figu‘re 3-14. By definition, Pc is the angle between the vector to the
_center of the centrai body -R and the horizon sensor line-of-sight vector L
at a horizon crossing. At horizon crossings, T is tangent to the certral body
surface. Hence, for a spherical central body, T is perpendicular to the

radius vector ﬁe shown in the figure, By simple trigonometry,

[Fe
P, = arc sin = ] (3-69)

where 0 degree = Pc S 90 degrees , Re is the nominal radius of the central

bedy, and h is a user-supplicd correction. R is obtained from orbital data.

The sccond pc computat:on method allows oblateness to be taken into account
when the central body is the Earth. The mathematical model is an approximate

one which uses FEquation (3-69) with Re redefined to be the geocentric radius

v

3-83
! A



OF POOR QUALNY

ORIGINAL PAGE IS

fpog [8xIU9) [8o1xaYdg~-£1j9W08 uojBINdWoy oQ *pI~-¢ 9andig

AQO8 TVYHAINID

SSOHIVY MIVHL

LHOIS 40 3NN
HINNVIS NOZIWOH '

AQGO8 TVHANID TVIIU3HES

311131v8 ———( ()

dHOIS 40 INIT
HINNVYIS NOZIHOH

ONISSOUD NOZIHOH

It
:

3-84



ORIGINAL PAGE IS
OF POOR QUALITY

of Earth at the horizon crossing point, Re is computed by the following

equation:

..

Re (kilometers) = 6378. 16 [1 - c1 szx + 02 s}\] +h (3-70)

where A is the geocentric latitude and c, and Cy are constants which
defanlt to 0, 0033528 and 0.0, respectively. czsl permits the user to include

seasounal variations in the effective thickness of the atmosphere.

In order to compute Re with the oblate Earth model, the location of the
horizon crossing on the Earth's surface must be known. However, the com-
putation of this location requires knowledge of the value of Re . Because the
equations of the model are highly nonlinear, an iterative procedure is needed.
The main steps employed by OABIAS are summarized below utilizing the nota-
tion in Figure 3-14,

1, The latitude )\o of the subsatellite point is computed as follows:

~ Gxg,,¢3v]
Ao—arc sin[ R Zep

-ﬁm' is obtained from orbital data, and because ,Z\GI' is the
unit vector along the z-axis of frame GI', 'z‘g:: =[001]T . 1t
should be noted that if a 45-degree rotation has been made, the
vectors must be retransformed to frame ClI. Ao serves as the

initial estimate of the lauitude of the horizon crossing point,

2, Re is computed using Equation (3~70). The latitude A obtained

_in step 1 is used in the first pass.

3. Pc is computed using Equation (3-69} with Re from step 2. R is

obtained from orbital data and h is supplied by the user,

”~
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A 1
The unit horizon crossing vector LGI is computed in subroutine

. AGl' AGI'
CONES using inputs -R (from orbital data), S and ¥ (from
X and ‘ys ), wnd Pc (from step 3). CONES returns two' solutions
corresponc.ng to Earth-in and Earth-out crossings. The correct

one is established with the aid of subroutine PHIASE.

L is computed using L =R cos Pc .

-=GI'

The Earth radius vector to the horizon crossing point Re is

computed using
1 . 1 ~ 1
FSI = RGI +L LGI

— ' :
where RGI is obtained from orbit data, L frum the computations
1
in step 5, and ’I\.GI from step 4.

-=GI !
'RGI is now normalized to yield ﬁgl .

The latitude X of the horizon crossing is computed using

v

1" |
GrJ :

. ) '
A= arc sin [-ﬁ:l .

The program returns to step 2 and continues ia a loop until the
change in Pc computed in step 3 is less than 0, 9001 radians or

until the maximum number of iterations (10) is reached,

In system testing, it has been found that convergence usually occurs in one or

two iterations.
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3.8 COMPUTATION OF HORIZON CROSSING VECTOR D

Models 4, 5, and 6 require that the following set of nonlinear algebraic equa~
aGI
tions be solved for D

’S‘GI . ﬁGI = cos (ys + Avy) cos 4 (3-71a)
“/CT, 8CI. _cos (o, * 4p) (3-71b)
$61. 61 _, \ (3-71c)

-

The purpose of this section is to discuss the algorithm empioyed to solve this
set. The variables in the above equations were defined in Figure 3-10. Super-
script GI signmifies that OABIAS uses GI coordinates for the calculation. Let
Gl ﬁGI

the component: f S and ﬁGI be designated by lower case letters,

Then Equation (3-71) can be rearranged into the following form:

‘ o
8y £y d1 cos ()'s + AY) cos GH s3 d3

r, r d. |~ |-cos P +Ap)-r d (3-72a)
12) (2 e 373 .

2 2. 2
d/+d, +d =1 (3-72b)

Assuming that the determinant (Det) of the 2 X 2 coeflicient matrix in Equa-

tion (3-72a) is not zero, Equation (3-72a) can be rearranged into the following
form:

. d1 1 r2 -8, |cos (Ys + AY) cos 6" - 53 d3
d{ = Dat (8-73)

-CO0S (Pc+ ApP) - r3 d3 \:
2x2 2x1
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where

- - "
Det 8, Ty =8, Ty (3-74)

The condition s 5 r, =8, T, = 0 occurs when the two vectors formed by proj-

ecting S and R onto plane R - ¥ of frame GI are colinear. The problem
can be circumvented (except in the unsclvable degenerate case of §= iﬁ) by

permuting the subscripts of the SCI ﬁGI and ﬁGI components,

Equation (3-74) can be put in the form

d1 Py d3 + q, (3-75a)

dz = by d3 + q2 (3-75b)
where

—-1—[3 r.~s, r,)

P; = Det -5 T3 " 83 T3 (8-75¢)
Py = Det [33 r -8 T, ] (3-75d)
q; = D . [r cos (v_ + AY) cos €, + s, cos (P, + Ap)] (3-75¢)
9 = Set [r cos ('y + AY) cos EH + s1 cos (P + AP)) (3-75f)

Substituting Equations (3-75a) and (3-75b) into (3-72b) and rearranging yields

2 — 6 v
a1d3+2a2d3+a3 0 X (3-76)
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where vualry
v 2 2
a, = 1+ p1 + p2 (3-77a)
8, =Py 4, * Py q,  (3-T)
= 2 + 2 -1 3
a3 ql q2 (3-77¢)

Solving Equation (3~76),

1
d3 == [— a, i\/az -a, aa] (3-78)

1

Equations (3-75), (3-77), and (3-78) constitute the basic algorithm for solving
Equation (3~71) for the components d1 . d2 , aud d3 of ﬁGI . However, the
problem of resolving the sign ambiguity in Equation (3-78) still remains.
Geometric considerations show that one .sign signifies a horizon-in crossing

tHI and the other, a horizon-out crossing t However, mere knowledge

HO °
of whether a t _ conditionora t condition is being processed is not, by

itself, sufﬁcie:ftl to resolve the amI;?guity. Therefore, OABIAS first computes
the horizon crossing vector (ﬁfl) using the plus sign in Equation (3-78), The
subroutine PHASE then computes the dihedral angle u+ from the ﬁ+ -5 plane
to the 6+ - [-R] pl:me'. v is shown for both the in-crossing and the out-
crossing cascs in Figure 3-15. The dihedral angie computed by PHASE is
measured in the conventional right hand sense and will be in the range from

0 degree to 360 degrees., Since the angular radius of the Earth is always less
than a right augle, v always lie in the range from 0 degree to 180 degrees for
an out-crossing. For an in-crossing, v zlways will be in the range from

180 degrees to 360 degrees. llence, the sign ambiguity in Equation (3-78) can
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HORIZON-IN CROSSING

HOR IZON-OL;T CRCSSING

Figurc 3-15, Rcsolution of Sign Ambiguiky cf
Horizon Crossing Vector D
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be resolved by checking whether V+ is within the correct range, The exact

criteria is as follows:

Y, Value Horizon
(degrecs) Crossing Correct Sign
0sy 5180 in -
+
out +
180 < v = 360 in +
EN
out -

A check of the 6 computation equations shows that the following elements

of X areused: s » Ay, €, and Af . The element At of X also

1' 5

AQG! H
appears implicitly through R™ .
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3.9 WEIGHTING FACTORS OF THE OBSERVATION MODELS

Each time one of the cight observation models in OABIAS processes aa obser-
vation j, the preliminary operations include the calculation of a weighting
factor w) . Each modecl has its own distinct equation for compﬁtiug wj .

These calculations use the foilowing user-supplied inputs:

1, oﬂ--The square root of the variance of the error in the Sur angle

measurements (degrees)

2. os--'l‘he square root of the variance of the error in the Sun sighting

time measuremcats (seconds)

3. UH--The square root of the variance of the error in the horizon

crossing time measurements (seconds)

4. oy--'l‘he square root of the variance of the error in the RAE-B PAS

angle (degrees)

The optimum techniquc for establishing the observation weighting factors Wj
was discussced, in general terms, in Section 3,3.3. Ideally, each wj should
be the inverse of the variance of the error in the observation which is to be
processcd.1 This conclusion assumes that the errors in the observations are
statistically uncorrelated. The final result of Scction 3.3.3 was Equa-

tion (3-11c).

With modification in notation to tailor it to the present discussion, this cqua-

tion can be writlcn as

1CSC reports on attitude estimation have been inconsistent in the usce of the
t>rm "weighting factor” and the ~orresponding symbols W or w. The
actual OADIAS coding uses the iy .es of the weighting factors of the pres-
cnt discussion and designates them by W( ) |

. s
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0z 2 z 2
2 ( i) 2 il 2
*) = I
(l/wj) Uzj 38 GB+ 50 o
. (3-79)
3z \2 oz \1? z \2
PN | R IR Y NS I, | QP N R
S atHO noey,) y

where zj signifies the residual (_yj - ycj) of observation j and w; signifies
the optimum weighting factor., The third term on the right side involves the
assumption that the statistics of the error iu the horizon crossing time meas-

urements are identical for in~crossings and out-crossings.

The values of the partial derivéi:ives in Equation {3-79) depend upon the model
being processed. For example, with Model 1 (the Sun angle maodel) the basic
measurement 8 enters z through y; y =8. Hence, 32/38=03y/3B8=1
and the remaining partials are zero. With Model 8 (the Sun to Earth mid-scan
- dihederal angle model), y = 0.5 [tHI + tHO] - ts . Hence, 6z/38=0,
az/atm = bz/atHO =0.5, and Bz/ats =-1,

A modification to Equation (3~79) is convenient for those models (2, 3, and 4)

in which the measurement-dependency enters the residual z, via the rotation

i
angle ¢ in the Yo computation. For these three models, the following is

adequate:
ot ot oy
0 %0 Yo

where ) simiifies s, Hl, or HO.,
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2
: oy
2 2 r4 B 2
*¥)=0.0,+0.0 +w |—}] o
(1/\\]) 8 gt (wo) S

(3-80)
2 2
2 a"'c ayc 2 -
e N\ HD n
0 o/ in-crossing ""o out-crossing

The equations for the partial derivatives ay;:/b(bo are given in Appendix A,

OABIAS has used two methods to compute the weighting factors; both are avail-
able in the current version (see Table 3-2). In principle, because Method 2
yields weighting factors which are in closer agreement with the theoretical
ideal w* , it should be superior to Method 1. This can be seen by a careful
comparison of Table 3-2 with Equation (3-79) or, for Models 2, 3, and 4,
Equation (3-80). Testing also has shown that Method 2 yields better results,

The question of resolution effects in the weighting factor computation now will
be discussed. The conventional statistical filtering theory which was implicitly
use? in the preceding development assumes that the errors in the input meas-
urements can be modeled statistically as white noise. With digital systems,
the resolution error due to {inite word Ienéth of the sensor or processing tech-
niques is sometimes significant with respect to this type of noise; in some
cases, may completely dominate it. Ou attitude determination systems, the
resolution of digital Sun sensors, in particular, can be sufficicntly great that
difficult questions arc raised on how to handle or weight *he data. It is well
known that errors due to resolution can be treated as whité noise when the
signal is sufficiently variable that it rarcly stays in the same resolution cell

on successive measurements, The near-constancy of the Sun angle seen by
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Table 3-2. Weighting Factor Equation Uscd in OABIAS

Weighting Factor (wj) Equation

Method I Method 11
R T
T e

NI G N
ET e
Ay : l«vn)z].1 A «:i,)z]'l
L ke
f=] =]

| [‘"s’z ¥ ‘“Hﬂq [“’s’z *.5 (°u)2]

NOTE 1: See Appendix A for the equations for the partial derivatives

dy /80, -

NOTE 2: The terms within the brackets have the dimensions of variance,
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spin stabilized satellites, however, makes this assumption difficult or impos-

sible to justify in processing the data from the digital Sun sensor.

The question of Low, in thcory, the resoluti.on phenomena can b:est be handled

has not been addressed in this document, The equations in Table 3-2 assume

that resol:tion is negligibie and, therefore, that the errors in the Sun angle,

Sun sighting times, and horizon crossing ..mes can be modceled as white noises.
H

Th= single exception is ¢ e in Method 1 which is modeled as tn. resolution

cell width.

The square roots of the variances of these noises are aﬁ . (7.a , & , and oy .
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3.10 SUXMMARY OF SECTION 3
The elements of the state vector X used by OABIAS are as follows:

xl(s 1) component of spacecraft's unit spin vector (§)

along the x-axis of frame GI

xz(sz) component of § aloag t};e y~axis of frame GI

x3($o) initial phase angle of t_he spacecraft in its spin
cycle

x 4(A‘y) bias on horizon sensor mounting angle

x5(¢:{) azimuth of the horizon sensor relative to the Sun
sensor at horizon-in crossing

x6(¢:l)) azimuth of the horizon scunsor relative to the Sun
sensor at horizon-out crossing

x7(AP) bias on the angular radius of tﬁe éentral body

xs(AB) bias on the Sun angle measurement

xs(w) spin rate

xlo(e) tilt of Sun sensor reference slit plane ~

xu(tn) PAS horizon detector plane tilt (RAE-B)

xlz(At) timing bias in spacecraft orbit data

A summary of cach of the eight OABIAS observation models follows.

Model 1--Sun Angle Model

y=By

AGl  AGI
y =-48 +arc cos ('L—b\:-}

c COoSs €
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where ﬁ“ = measured Sun angle POOR QuALITY
1

0 : 3

U = unit Sun vector

A s -

S = unit spin axis vector

GI = resolution on frame GI

Model 2--Sun Sichtine Time Model

y=0
~Gl AGI
yo=U - Ng
531

Gl _ jcos €}
ﬁs =222 232| |sin€]|

a a

23 3
where ﬁ s= unit vector perpendicular to Sun senscr reference slit plane
aij = elements of transformation matrix A from frame GI to frame SC

Model 3--Nadir Vector Projection Model

y=0

Yo = cos (Pc + AP) +ﬁGI . f.GI

£CI_ AT B, 'ry(y)T tH

M too13T

where pc = computed angular racius of the central bedy
N
R

P
. = unit vector along horizon detector line of sight

I

= unit vector from central body toward spacecraft
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B“ = transformation matrix from frame H (Figure 3-1) to frame SC
co 0 si
T S ‘ys n 7s
T ) = 0 1 0
7(3)
-si 0
sin ys cos ‘)’s
ys = nominal mounting angle of horizon detector reiative to spin axis

Model 4--lorizon Crossing Time Model

y=0
oGl AGI
= . D
yc NH

= N
HABHH

oH! T o
Ny = {001] |

where ﬁH = unit vector perpendicular to PAS plane

DGI = unit vector on central body perimeter at horizon crossing point

Model 5--Sun to Earth-In and Sun to Earth-Out Dihedral Angle Model

y=tﬂ-ts

y =%{A _-As+ Al -9 +2mn)

c ds H
A, =arc tan §.[ﬁxﬁ] %
ds ~° MOT-D-L0. SID. 5]

As = arc sin [tan € ctn 8]

B = arc cos (t-.8]
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AH = arc sin [tan €, ot y]

y = are cos [§. D)

where tl ;= measured horizon crossing time
ts = measured Sun crossing time

A 45 = dihedral angle between spin axis/Sunline plane and spin axis/
horizon vector planc (Frame GI resolution is used with all vectors)

As = correction due to tilt of Sun sensor reference slit plane

All = correction due to tilt of PAS horizon detector plane

NOTE: t and t_ are measured by different sensors separated by dihedral
asr’lgle ¢H .

Model 6--Earth Width Model

s. (ﬁl x D o
A .. =arc tan . :

where tr = measured horizon-in crossing time
t" o° measurcd horizon-out crossing time
A a6 = dihedral angle between spin axis/horizon-in plane and spin axis/

horizon-out planc (Frame GI resolution is used with all vectors)

’\ - I3 I3 3
Dl = horizon-in crossing unit vector

D o= horizon-out crossing unit vector
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Model 7--Small Target Model

Y.=')'s

[ﬁGI . gGl]
y =-Ay+arecos {———
c o8 €

where = measurcd PAS horizon detector angle
')’s g

Model 8--Sun to Earth Mid-Scan Dihedral Angle Model

-~

-

y=0.5 [tHI + tHO] - ts

yc=.:-u-[4 05:44 +¢' As+AH+n21r]

s [UxD] )
Agg = 0-3 S [ S A G SINE s

s. [0 XD]
+ arc tanlﬁ ﬁ -[ﬁ --S][O b]}

As = arc sin (tan € ctn §)
B=arccos (U~ S)

Al = arc sin (tan EH ctny)

¥ = are cos (cos €, cos (yg + Ay))

where frame Gl resolution is used with all vectors.,
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Models 2, 3, and 4 require the transformation matrix A whose components are:

r ! 2 2 -
- - +
s1 s3c¢ 32 sp 8283c¢+81 s¢ [1 s2 ce
A-. ! ~s, S_sp~-8_C0 =-s.S s¢+s; cg e2+s2]s¢
- 2,213 2 273 1 Eﬁ 2
' : s2+s2 8 .+s s sz+s2
| F1v51 7 B2 2¢41 2 Vo1 " %2 |

/ 2 2
— i. - -
where s3 1 sl 8 2

o= twit-t]
and ¢ and s signify cosine and sine, respectively.

The equation for the transformation matrix B__ shown in Models 3 and 4 is

H

- - +
cAy ey, sy Sey by ~Ceéy S¢H sly cd., cAy Sey ssiiH

B,=| cAysp

+ . -
H sAy seH c¢H ce c¢H sAy s¢H cAy se¢,, ¢

H H H 'H

cAy ce

-sdYy ce¢ H H

H 8¢

ﬁGI (used for Models 4, 5, 6, and 8) is'computed by solving the following set of
equations: '

G
@GI . D 3t = €08 ('ys + Ay) cos €H

ﬁGI . T)GI = = cOS (pc + AP)

Tl

The dependence of the observation models on the state vector components is

shown in Table 1-1,
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The cquations of the basic recursive processing algorithm implemented in
OABIAS arc:

- —1 '1‘ -1
I'. = ! 1 3
e T TR R ng(] Pj1 §r
sx1 .
p- T ‘]
P =11 =K.
N Sir J i1

sXs &
~ A ~
X =X, _.+ ‘ - X, . -
sxl
ay

where G @ ) - -

X .
)_( IR = reference vector used in processing observation j

The equations f. v the weighting factors (w ) to w (8)) used in processing the

eight observation models are in Table 3-2,
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APPENDIN A - MODET, ONSERVATION
PARTIAL DERIVATIVES

This appendix prescats equations for the derivatives c)yc/bxi which arc used
in the OABIAS observation models, Sections A.1 through A. 8 present these
et .ons for cach of the ecight models in numericeal sequence., Scetion A. 9

prusenis eq. ations for the derivatives aA/axi , 9B/dx, , and bﬁ/axi of

i 1]
matrices A and B and unit vector D which arc used in the preceding eight

8cC' s,

In the interest of conciseness, the derivatives ayc/a:ci which are zero are

not shown expliciily; all others are,

Two equations lor each derivative are included with Models 1, 2, 3, 4, and 7.
The first equation in each case is in a form which is intended to provide max-
imum understanding of the geometrical far ors (mainly the relationship between
significant unit vectors) which influence the derivative's value. The second
equation in each case is in a form which is analogous to that used in the OABIAS
coding. Single equations which serve both functions are given for Models 5, 6,
and 8. The second equations are not idertical to the coding in all cases. In '
particular, the appendix employs a fuller use of rotation matrbc notation with

Models 3 and 4 than does the coding.

The main notation and notational techniques used in this appendix were defincd
previously in Scction 3. Attention s ealled, in particular, to Figure 3-1 which
shows the relationships between the various coordinate frames and to Table 3-1
which defines these coordinate frames and the significant unit vectors. Lower
casc letters (ui . si' , ¢le.) are used to =ignify the components ol unit vectors
(ﬁ , S , ele.) along the axes of Frame GI.  The definitions of the 12 state veetor

elements xa md their alternate symbols are given in Section 3. 10,

A-1
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A.1 MODIEL 1--SUN ANGLE "ODLL
Subroutincs: SANFUN

Obscrvation Equations:

z=BM-""’c

c=-Aﬂ+ arc cos X

N ol
where X =U+ S sec¢€

Partial Derivatives:

"N ~ A
ayc ayc S°(62XU) sec € 81
X, 3. = A 5~ s f— 3|1 '8,
1 9% (S-es)\/;os €-0-9 V1-x 3
Py
0%y 38, (’s‘»é‘s) Jeos2e-@0-92 Ji-x2L?2 3%

oy dy
S_..C .,
ax8 dAB
ayc ayc_ U.Sune __ Xtane¢

ax10 o¢€ cosze-(UA-g)z \/l-xz
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A.2 MODEL 2--SUN SIGHTING TIME MODEL
Subroutines: STMFUN, AMATRX, APARTS

Observation Equations:

3
y =ﬁ-ﬁS=Z u, (a ,cos€+a3isin€)

Vo
oy byc A aNS 3 da ) aa3i
3% = s =U- 3s = lli COS € 3 + S1n € "“s—"
1 1 i=1 1 1
) 0 oN 3 da da
ai —azc=ﬁ'as =Zu coseaz+sxn€—a—£—
2 i=1 2 2
Ay oy 3 da_. “aa
c c oA, _ 21
3;(——631) ==U elcose-Zu cos € > + Sin € —— %
3 i=1 0
9 ) 3 da_. da_,
yc-—E——(t t)U-c CoS € = Zu( 2l+sin€ 3i
ax ow 1 = i ow ow
oy dv 3
c CooA .
3"10 = 3€— = U-e (cos € S -sin€C ) g u, {cos € a - 8Sin € aZi)
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where € =Tcos 3+ Jsing
Al N n
ez’= -ising +j)cos¢

NOTE: af\\‘s/esa (also ai?/asa and aﬁ”/asa which appear in Sections A.3
and A.4) are the partial derivatives which would be detected by an
obscrver whose orientation was invariant relative to Frame GI. These
partials do not appecar cxplicitly in the OABIAS coding. Algebraic ex-
pressions for them were not developed in the present study.

A.3 MODEL 3--NADIR VECTOR PROJECTION MODEL

Subroutines: - LRFUN, EPHEMYV, VECROT, AMATRX, APARTS

Observation Equations:

Fa Pal
yc=cosp+R-L

Partial Derivatives:

”~
1 1 1 I {l 1
3'2 ) 3y, -?-—@ .1 {GLT AT £sC
Xy 95 5 IK| %% -

3.\'c '5."c A A A 1 =GIT aAT ~SC
—— 27— I . (S X L) = - R '_a—'— L

Oxg B IR L

Yo Mo a.ae. L FOLT,T 3B am

ox, Ay 1R} dAY
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oy MY oB '
L -2 -R.(SxL)- 1 ROLT \T _L gl (in-crossing)
ox 1 I IR| I

5 r‘.,ﬂ“ a¢ﬂ :

= 0 (out-crossing)

Byc a'Vc . .
~— =——= 0 (in—-crossing)
axs aéo
H
A A A 1 ~GI.T TaBOAHO'
=R'(SXLd=—_;—R T A —(_)—LO {out-crossing)
AR] 3¢
H
byc ayc
-5;7— = 3Ap - -sin p = -cos pc sin Ap - smpc cos Ap
o, 9, %, 1 GIT3A" ASC
> w RN CTEY w
9 ")o 'RI
3y dy .
S—c =-§9—=-ﬁ-ﬁncos (Ay+‘ys)= —_1; RGI’TAT aaeB L
11 H IR ] H
a) ay ~ A -
c ¢ ~ oR R dcosp ~ dR R .
= =1 =L*——+ —tanp sinp
axlz dAt Jat IR IR at R c
where
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sic. =R+ n/|R]
0.5
2 ,~=>2
cospc-(l-(Re+ h) /IRI)

where Re = Earth radius at horizon crossing
h = effective height of atmosphere
NOTE: I signilics an in-crossing and O significs an out-crossing; neither

symbol is used with equations or variables which are applicable to both
crossings.

A-G
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A.4 MODEL 4--IIORIZON CROSSING TIME MODEL
Subroutincs: LNFUN, AMATRX, LPARTS, APARTS

Obscrvation Equations:

z=-y

ﬂ'<
"
o
2z

Partial Derivatives:

A
We Vo _ad o MNu 4 _(B\" car sonT 2T asc
- bsl H asl H

%, 9, b A Ny 5 (aﬁ)cl.ﬁGI+ﬁGI,T oA QSC
3s. m

axz as2 Lsz H 9o 9 as2 H s2
. e A & A AGLT AT ASC
—=——=S+(N_xD)=D —N
X b H o H
3 (4 [

Al A\ A .
ayc ayc ) R (N" X D) sin (ys+ AY) cos GH -( ) )GI e

bx4= day R.(Dx% 3AY H
oy oy 0B
C.—L-8.(R_xD)-= peLT T _ I QM (in-crossing)
dx I HI 1 HI
5 20, %%
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= —— = 0 (in-crossing)

X 0
6 a¢H
oB
aoon a AGLT T O IIO
S-(I\HOXD) D A -0 HO(out crossing)
b¢-
dy §. (R xD) si Gl
. A
yc__ yc_ (Np X )s““’:(an) .RAI
ox bAp~ Q.(ﬁxls\) QAP H
E’g__aﬁ_(t_t)ayc ﬁGITaA qsc
dX_  dw o 3 dw "H
9 -0
3 3 R.(N,_ xD A
Yo Yo * (N x D) cos (yg+ AY) sme a
ax,. e - A +D-%,
11 H R.(Dx9S)

oD I AGI AGLLT ,T 3B ~H
— ———— [ ] ’ ——
= ( ) NH + D A 3¢ NH

A A
ayc _ ayc _ NH +(Sx D) (ﬁ+ ﬁ cos Ap) v (aﬁ)GI ﬁGI
= = = A A ¢ =\3Ar ¢
ox oAt R-(Dx8) CcoSs pc oAt ‘H

AGI T oSC
where N" = A b'll

~SC Al
Ny =BNy

€ = definced in Figure 3-9 e

V = spacceraft velocity vector

A-8
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NOTE: In the models in which D appears, the derivatives arc cevaluoted at
the measur cd hori izon crossing times. As a rcsult it would be possible
to replace D by L m the oy, /ax equations, aD/ax however can-
not be replaced by E)L/axl . :

A.5 MODEL 5--SUN TO EARTH~IN AND SUN TO EARTH-OUT DIHEDRAL
ANGLE MODEL

Subroutincs: DIAFUN, LCOMP, LPARTS

Observation Equations:

z= (tH-ts)—yc

1
Vo= (g - As+ AH -0

TOP)

A, =arc tan(BOI‘

As = arc sin [tan € ctn 8]

A A
B=arc cos (U S)=f(sl, 82)

All = arc sin [tan €__ clny]

H

Y = arc cos (6 . §)*

*ﬁ S = cos €" cos ('ys + Ay)=f (en. AY)

A-9
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oy ov 3A
C . 1 5 3 ~ 9aS
v 3. - o\ 35 - sec Ascsc BtanGU-Sg-
1 1 1
ay  d [3A
”~
Ye Yo 1{%a 3 ~ a8
Frar YTy rvoade sec Ascsc Btan€ Us —
2 2 : 2
‘.a_y.?.._j&—l. -a—A___-secAHcsc3 sin € __ sin (¥ + AY)
3%, " %Ay T wleay 8¢ ¥ Sin€y sin (yg+ &Y
.a.y_c -—.Eﬁ:. = - l.(in_ TroSSing
axs - 6¢I T w © ng)
H
= 0 (out-crossing)
ayc: ayc . o
< === = 0 (in-crossing) .
6x6 a¢0 Iy
H
1 y R
= - — (out-crossing
w
ayc___ a'Vc :LaAdS
ax,? AP w JAp
ax9 ow w ‘

-
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ayc ayc

1 2
T— =5 = -—sec As ctn B sec ¢
axlo o€ w

oy dy A
3§f— =_g€_c__]::§ 3 + sec AH [ctnT 5002 GH
1 Wl oy
- tan cs037 sin €__cos (Y +.AY)]
H neycos g
e e 1%
ax12 AL W JdAt
where
Aas 1 ( 1_3TOP _ TOP aBOT)
axi ‘. (TOP)Z BOT bxi BOTZ axi
BOT
A -
3TOP .~ ~. 285 ~ 3D
3% =(Ux D) 3% +(SXU)'§'}'{—
i i i
3BOT = ﬁ.é_ﬁ__ (6-§) G-a—g +(6- g)sin( + AY) cos e day
ax, X, ( X, Vs ) H 'a_x_i'

deH
+ cos (ys + 4y) sin €II -d:-)
i

A-11
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and

e, xS
38 %x% o 5
* B.a. 17 %, =1
i 5‘83 3
A Pay
- xS s
1 A A 2
= ———=e,6 ~€, = (i=2)
’s\.':'\3 2 383
=0 (i>2)
daY _ _
=1  u=4
i
=0 (i#4)
de
H _ .
- =1 (i=11)
i
=0 (i#11)

NOTE: 3D/ 3%, # 0 in any of the above expressions.
A.6 MODEL 6~-EARTH WiDTI MODEL
Subroutines; DIFUN, LCOMP, LPARTS

Observation Equations:
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TOP
A ag = AT tan (BOT)

A A A
TOP=§ (DI X DO)
A N oA AL A A A Py 2 2 ’
BOT = DI- DO - (S I)(S DO) = DI Do cos EH cos (ys + Ay)
Partial Derivatives:
e = 3¢ -1 h4q
a»x1 as1 w asl

e e 1%y
W

axz 852 332

3y, 3y, A,

3%, T3ar T w 3ay

dy_ oy

—c._¢.1 (in-crossing)
axs MI w 8
H
= 0 (out-crossing)
oy, oy
5.;9. = c(') = 0 (in-crossing)
B

i1

= -é (out-crossing)

A3
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3x, d4p " w 3ap

byc oy " “Ye

ax—bw—w

where
dA
a6 _ 1 ( 1 3TOP _ TOP aBOT)
S : /TOP)Z BOT 3x,  pon2 %
\BOT
A Fal
3D oD 5
ATOP _ _ o A I, 8+5 B xD y. &S
= - . D * — . XD T
ax, R axi+(SXDI) % TP ox,
”~ N
3D, - 3D de
ABOT _ A . 1 A . . 2 __._}.(.
axi =D, o, + D) %, +2 cos € sin €, cos (7g + A7) ax,

+2 cnsz € cos ('}’S + AY) sin (}’s +ay) ?}i}z

A-14
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and
day _ _
ol 1 (1=4)
i
=0 (1 #4)
de
H _ =
= -1 (i=11)
i
=0 (i#11)
n
For -éf-, see Model 5.
axi

A.7 MODEL 7--SMALL TARGET MODEL
Subroutines: £ ”BFUN, EPHEMV

Observation Equations:

z=.)’S-'yc

e =AYy +arc cosg
~ /N
where g = -R* S sec ‘H

Partial Derivatives:

™ A . .
33c a_‘c -So(czxﬁ; 8CC €

® w—

- H [r e %1
ox oS8 /3|1 3s
1 1 ('s‘-’e‘3) /cosze"-(ﬁ-@)?‘ V1-¢ ‘

A-15
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, . S p
asc‘a>c= S (clxﬁ)- _ secen[ . -s_g}
O0X, 38, (§~03) cos? e - (R+5)2 Vi-02 2 33
ax4 L YAYY
'ﬁ St ' tan -

ayc ) ayc i an GH i -0 tan N

%)y Oy cosZeH-(ﬁ--’s‘)2 Vi1-02
Y, _byc ) 1 §.bf{ ) sec ¢, <Ot (ﬁ)m
0X 1, 3M 2 e,{~(ﬁ-§)2 YAV Ji-c2 dAt
aR

For SAL " see 3ection A. 3.

NOTE: The mathematical similarity between Models 1 and 7 can be seen by
comparing the above equations with those in Section A. 1.

A.8 MODEL 8--SUN TO EARTH MID-SCAN DIHEDRAL ANGLE MODEL
Subroutines: DIAFUN, LCOMP, LPARTS

Observation Equations:

Sl o) b
y =——(Ads-AsoAU—o.,(«‘ - 0))

TRAST

A-16
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[ TOP, TOP
A, = 0.5]arc tan -1+ - o
ds [ BOT s0T

1

As = arc sin (tan € cin B)

B=arccos (U+S)= f(sl, s2)

AH = arc sin (tan ¢, ctny)

H

-

¥ = ar~ cos (6 . §) = arc cos (cos ‘H cos (ys + Ay)) = f(eH, Ay)

Partial Derivatives:

Yy doy 3A -
< c_‘l( dS-sccAscscsﬁtane ﬁ"a—'s—)
w o8

1 i

vy oy 3A ‘ ey
‘e C 1 ds 3 AN 05
—— i e L e | e - SOC AS 'SC o o Sm—
3%, 05, u.'( s, ¢cascse Blane U ,352)

A-17 o
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oy gy
[ (64 1 3 - .
=, "3 " sec All esc” y sin €y Sin (vg + &Y)
ayc _ ayc _ =0.5
ox, I
x, .,0 w
a{bH
oy, N ayc N e
ox dw w
oy oy
c c 1 2
T YR sec As ctn B sec €
10
__ayc -_-_.__ayc =1 sec AH (ctn7 “ecz ~tan¢€ csc2 sine_ cos (¥, + A ))
ox o€ w B ‘H H 4 H S Y
11 H N
Y, - ayc=__1_ aAds
axlz 0At  w JAt
dA

a8 _o [ o
N o's{sxi (Ags (M) + A, (out))]

where JA dé/a'\.i is defined in Section A. 5.

A-18
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A.9 SUPPLEMENTARY PARTIAL DERIVATIVES

A.9.1 Matrix A Partial Derivative

The cquations for Matrix A were discussed and presented previously in Sec-

tion 3.10. For the reader's convenience, they are repeated below.

1 Y2 3
A=la,, 2, 2,
231 %32 253

. . 2
§,s,cos¢p -s_sing s_s, cosp+s sing -cos O cosgp

13 2 23 1
1 . s 2, .
= Sos 5| SiS3Sing -8, cos¢ -5, sing+s cosg  cos 6 sing¢
c o
s, €98 6 s, coSs 5, cos b

/ 2 2
6= +
where cos S 1 52

A-19
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The derivatives 6A/a.\:i can be obtained by direct differentiation. The results

are as follows:

pre— —
cos ¢ (33 - si/ss) sin ¢ -8, cos ¢
-s, an/cos 6 -COS ¢ (s1 52/53)

-81 a12/cos i)

d3A _3A* 1 9
b - i P - -
Xy as1 cos § [-sing (s3 sl/sa) cos ¢ s_sing

-sl a21/cos 6 +sin ¢ (s1 52/53)

-8 azz/cos ')

1
cos b 0 -(sl/sa) cos.b—
B -sin ¢ cos ¢ (s, - sz/é ) ~-S_ €OS ¢ ]
3 23 2
-c0s ¢ (s, 82/53) -3, Sz/°°s 6
-a, szlcos 6 s
24 _3A*_ 1 0
éxz as2 cos b -COS ¢ -sin ¢ (s3 - 82/53) s, sin ¢
+sin ¢ (s1 52/53) -2,, sz/cos o
2y (sz/cos 6)
i 0 cos § -(52/33) co.s (i-

*The usc of the partial derivative symbol 3 here is a misnomer, because de-
rivatives ds3/dsa , d cous G/dsa , and d(cos 6)"1/dsa (=1, 2)arc included.

A-20
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dA SA

0 0 0
ax9 ow o awo
A.9.2 Matrix B Partial Derivatives
The equations for Matrix B are:
T T T

B = T¢H Teﬂ TAY
where

cos ¢H -sin ¢H 0

T .
T¢H— sin ¢H coS ¢H 0
| 0 0 1 c
1 0 o ]
T'(l‘ _10 cos €y “Siney
H
0 s8in GH cos eH

cos Ay 0 sin Ay

-sin AY 0 cos AY

A-21
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The partial derivatives of B can be obtained by direct differentiation; these are

-sin AY 0 cos Ay
0 0 0
-cos AY 0 -sin AY

3B _ 3B _,T , T
3%, YN Toy Tey

-sin qu -C0S ¢H 0
3B OB _ 3B T ..T

Sx' 3%, Cap. —|cosey sind, O0Tg, T,
5 6 H
0 0 0
0 0 0
3B 3B T . ) T
—_— =T 0 -sine ~cos €__IT
L. @
Bxll €H H H H} AY
0 cose¢ ~-sin ¢

H H

A.9.3 ﬁ Partial Derivatives

The computation of D in subroutine LCOMP was discussed in Section 3. 8. The

three fundamental equations used in the computation are repeated below.

SeD=cos (ys + AY) cos.eH (A-1a)
fi-D =-cos,+ap) (A-1b)
p-B=1 (A-1c)

”~
The partial derivatives of D with respect to the state vector elements x, are

computed in subroutine LPARTS, The derivation of the LPARTS algorithms

[

LY}
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starts by differentiating Equation A-1 to obtain the following set of perturbation

equations

@-dﬁ+ﬁ-d§= -sin(ys+A‘y) cos ¢, dAY

H
(A-2a)
- CcCS (‘)’S + AY) sin y deH
oy A aﬁ . .
RedD+D S&dm— sm(pc+ Ap) dAp
(A-2b)
La cos (pc + Ap) 3R dar
R dAt
p.abD=0 : (A-2c)
where dS is constrained to be
51 *
"= A ol 1 a _al_~ _
as (el 63(33)) dsl +(e2 e3(S3)) ds2 (A-2d)

Equation (A-2) defines the perturbation dD in D which is produced by per-

turbations dsl , ds2 , daY , dap, deH , and dAt .,

The present discussion will use the simple symbol R to signify the magnitude
of R. Asbefore, R will signify the rate of change of R, 2nd V will signify
the spacccraft's velocity vector. @ R/aat of Equation (A-2) is the velocity vec-

tor of R ; later in the derivation, it will be specilicd by the following equation

’”~
R 1= o5 ,
3AL - R [V RR] {A-3a)

A-23
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where

: R > A
R= -O—I =V*'R (A-sb)

The second term on the right side of Equation (A-2b) is the change in cos p
due to the change dR in R which is produced, in non-circular orbits, by dat .
The following cquation for this term was developed with the aid of the equations

for sin P, and cos P, listed in Section A. 3.

d cos (pc + Ap) oR R
= — si -4\
3R AL dAt R sin (pc + Ap) ta.npc dAt (A-4)

The problem now is to solve Equation (A-2) for d D. As a tool for azcom-

plishing this, the following 3 x 3 matrix M will be introduced:

Mm=|RT| - . (A-5)

The left sides of Equations (A-2a) and (A-2b) do not necessarily imply that the
vectors arc resolved upon a coordinate frame. With the introduction of M into
the development, however, it will become convenicent (although not absolutely
essential) lo assume resolution upon a specified frame; namely, frame GI. For
notational simplicity, however, the superscripis Gl used elsewhere in the
report to designate GI frame resolution will be omitted from the remainder of

this discussion.

A-24
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Arranging Equation (A-2) in a2 matrix format, introducing Equations (A-4) and

(A-5), and solving for d D now yields

-D - dS - sin (yS + AYy) cos € dAy - cos (‘YS + Ay) sin € de

H 1 11
a_ a1 ~ 3R R
dD=M in(p +Ap)dap -D. 2 -2 g + : : A-6
sin (o + Ap) dap 3A TR (P, + Ap) tan P, da (A-6)
c

Equation (A-6) is not mcaningful when M is singular. The condition of
singular M occurs if and only if the three vectors D s s , and R areina

common plane. ' -

A general equation relating dD ‘o the state variable perturbations dx is as

follows:
ab- Y Zax | A-T)

The desired equations for the partials aﬁ/axi how can be obtained by com-
paring Equation (A-6) with Equation (A~7). Equation (A-3) is employed where
necesszry. lor this work, it is convenient to define the columns of M-1 ex-

plicitly: i.c.,

The resulting au/axi cquations are as follcws:

d ab [ 1] . b
— = —-Q d -d — . (A-92) -
axl S 11 3 b3J
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) aﬁ-“ [ 82]
-.— = ——‘——- = -Q d - d — (A‘gb)
axz abz 1] 2 3 s3
aD b
oY _ oY __ i ; € -
3x, Ay Q) sin (Yg + A7) cos € (A=9¢)
a/\ A .
A A
.éxﬂ. = :—D- = '91 cos (yg+ Ay) sin €H (A-%e)
11 °H . -
A Fa '
3D aﬁ A JdR R _.
K- L A o T ) I A + t A-9
ax,  3At 92[ aat TR SR8, 40 an‘oc] (&-50

Equations (A-9a) through (A-9f) are similar to those implemented in the OABIAS
coding. An alternate form which better shows the geometric factors that influ-
ence the aﬁ/axi values, however, is possible. To derive these equations,

M"1 is written in the following explicit form:

<

M = (det M)? [ﬁ xD Dx8 8x ﬁ] (A-10a)
where
det M=D+(§xR)=8-(RxD)=R-(Hx8) (A-10b)

Equalion (A-10) can be verified by premulliplying it by Equation (A-5) to

produce the identity matrix. e

A=-206
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The alternate form of the o l’3/5xi equations is obtained by substituting Equa-
tion (A-10) into (A-6) and procecding as before. The aﬁ/aAt equation can be

simplified using Equation (A-2d) and (A-1b). The results are

A

R ﬁxﬁ(ﬁ- gsi)
2D . 2D = L (A-11a)
axl asl ﬁ' (ﬁx g)
P~
B xR (p- &)
ob _2b 2 A-11b
3%, 3, R-(Dx%) ( )
D x R sin (Vo + A‘Y-)_cos €
ab - 3D - S H -(A-llé)
ax4 d4Y R.-(Dx8)
aﬁ= 3b =ﬁx§sixxp (A-11d)
oX, 34p R.(Hx8)
aﬁ ) aﬁ _ ﬁxﬁcos (‘)/S+ Ay) SinqH
% e A D3 (A-1le)
11 °°H *(Dx35)
Fad Fay o Fal
bf) - BD:*ST\DA (ﬁ+ﬁ COSAD).v (A-11f)
37\12 oat [W.(Dx ) cos p ]

where the 3S/3s, cquations are given in Section A.5. Unlike Equation (A-~9),

6

the above equations can be regarded as vector cquations per se, and nol merely

as equations for vector components along the Gl frume 1xes.

A=27
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APPENDIX © - DERIVATION OF RECURSIVE PROCESSING
ALGORITIM USED IN OABIAS

B.1 INTRODUCTION

The purpose of this appendix is to derive the cquations of the basic recursive
processing algorithm used by OABIAS. The resulting equations are applicable
to any system which uscs subroutine RECURS (Reference 21) or RECUR? now
employed in OABIAS, A generalized least squares approach is taken in the

derivation,

Section B.2 discusses the generalized least~squares loss function and then
derives the batch processing differential corrector equations. This is a
necéssary preliminary step in the OABIAS equation derivation. Section B.3
presents the derivation of the nonrecursive least-squares algorithm. Sec-
tion B. 4 derives a preliminary set of recursive processing equations. These
equations are « - sentially identical to the ones in Section B. 3, except they are
directly applicable to recursive processing, Fiom the resulting equations in

Section B.4, Section B, 5 derives the basic algorithm used in OABIAS.

References 11, 20, and 22 through 24 provide the bacl.ground for the derivation

methods used in this appendix. N

The main notational techniques used in the appendix are as follows. All sym-
bols with an underbar, but no superscript T, are column vectors., Super-
script T signifies the transpose of a column vector or of a matrix. Matrices
are designated by uppercase symbols with no underbar. Lowercase symbols
with a0 underbar are scalars. The derivative ol a scalar with respect to a
veclor is considered to be a row vector. ‘The dimensions of matrices and

column vectors are indicated the first time they appear in equations. The



ORIGINAL PAGE IS
OF POOR QUALITY

notation distinguishes between variables and algebraic expressions which are

uscd to compute the values of these variables., For example, in tue cquation

Y =Y ah Xt

Xc (M, X, t) is a known algebraic expression, The numerical values of the
eclements of _\_’_c are computed by inserting values of M, X , and t into it.

Parentheses are used only iﬁ this manner.
B.2 DISCUSSION CFF THE LEAST-SQUARES LOSS FUNCTION

The purpose of the algorithms dcrived in this appendix is to compute optimal
estimates of the state of a system using, as primary input, a sequence of
observations performed on this system. The system state is assumed to be
constant and is modeled as an sx1 vector. The symbol X will denote the
unknown truc statc vector. A distinction will be made in the early stages

of this discussion between "arbitrary" estimates of X, which will be denoted
by 2 » and the optimal estimate iﬁ* . The symbol 3\(0 signifies an a priori

estimate of X

A generalized least-squares criteria will be used to develop the aigorithms
for computing 3*. S * , by definition, is the _}’E_ wbich minimizes the

following loss function:

T N N T /N
t=052TW 5 <058 -2 1T s 1% -8 "
7052, W, B0 0.5 8 -8 5 1K) 30‘ (B-1a)
pxp prl 8x8 sx1
where
z. =Y. -Y =7 ,M,t B-1b
-1-—1 _cl'—_‘l (‘_1’ _10 ) ( - )
px1 pxl nx1
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and
Y =Y (N, Y (B-1c)
) A\
Yo, =Y, At X)) (B-1d)

Tke 1 subscripts in the above equations signify that the estimate is to be
obtained from a set of data designated as set 1, For notational simplicity,
these 1 subscripts herceforth will be omitted until the development reaches

the point where they can ¢ --ve a useful purpose.

Z is the residual vector, Y is called the real observation vector or just the
observation vector. Y is the model : Hservation vector. It ir. important to
distinguish between Y and the measurement vector M . The elements m
of M are the basic scalar measurements generated by the onboard sensors
and preliminary ground processing operrations, and are the primary inputs to
the composite attitude determination system. The elements A of Y are

the inputs to the estimation subsystem of the attituue determination system.

The elements Yei of the model observation vector Xc are the predicted
values of ¥y using a mathematical model of the satellite and its sensor sys-
tem. Under ideal conditions, each Yei would be identical to its corresponding

yi . The residuals zi between each yi and yc nrevide an indication of the

i
error in the esiimate of X .

In most estimation studies, a distinction is not made between Y and M.
Also, Y s not normally considered to be a functioi. of M as shown in
Equation (B~1d). The OABIAS estimation system is unorthodox in several
respects, howev?r, and the purpose of the apparently general lormat of Equa-

tions (B-1bL) through (B-1d) is to make the forlhcoming derivation completely
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applicable to OAEBIAS. The most unusual feature of OABIAS is that in several
of the scnsor models, yi is known exactly and the M-dependency enters soicly

through yci .

The loss “unciion £ of Equation (B-1) is a blend of the new measurement data
M and the a priori state vector estimate :\io . \\.’ and S0 are wcighting
matrices whose function is to establish the relative weights to be assigned to
the individual residuals % and to tu. .atle vector deviations (5\'}*’ - ?on) .

The term "least squarcs' often is used to signify loss functions in which W

is diagonal (somctimes with all diagonal elements identical) and/c: So is
zero. The present development will not make either of these restrictions in
its early stages and, thus, can be considered to be a generalizea least-squares

approach.

W and So are assumed to be symmetric. For £ to be meaningful, both W
and So must be nonnegative delinite. The further restriction that W be
positive defini*: usually is iustified. A positive semidefinite W would imply
measurement data to which no weight at all is to be attached. A positive
semidc{inite S0 is meaningful and acceptable, unless an g_* algorithm which
requires its inverse is developed. A positive semidefinite So implies that
the state vector contains components whose values are completely unknown

a priori.

Estimation algorithm derivations which employ a least-squares approach some-
times assume a priori that W is the inverse of the covariance matrix R

of the errors in the observations or residuals and that So is the inverse of the

covarianee m: trin of the wncertainty in So . The presen. ‘erivation, however,
docs not a1 i any necessory sl al signiflicance to So and W, They are

regarded only as weighting matrices and arc suvjcct only to the mathematical
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restrictions noted in the above paragraph, W = R-1 and So = l’;l usually are
considered, without verification, the optimal weighting conditions which make
5_\}*- , which satisfics the generalized least-squares criteria, truly the optimal
estimate:. Hewever, such statistical restrictions on W and So are considered

here to fall fundamentally outside of the basic least-squares mathematics.
In principle, a distinction should be made between the sensor event times ts .

tHI ’ tHO
intended here to signify the time or times at which orbital or ephemeris data

and the time variable t which is included in Equation (B-1). t is

is evaluated to generate the Sun and central body reference information required
by the estimation systcm. These times are not necessarily identical to the
telemetered sensor event times. For OABIAS application, however, the point
is not a significant one, because the program does use the telemetered sensor
event times to generate the Sun and central body reference information. For
this reason, the model observations Yei of all the OABIAS models are func-

of M. In

tions, to at ieast some extent, of the elements ! ,ort

t
s’ HI HO
the interest of notational simplicity, the t- and M-dependence will not be

shown explicitly in the remaining equations of this appendix.

B.3 DERIVATION OF THE NONRECURSIVE LEAST-SQUARES ALGORITHM

A necessary condition for g’i * to be the estimate which minimizes the loss

function £ of Equation (B-1) is

o
'Y
4>
*
g
]

(B-2)

o
| P
2]
[
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- . - - - » A A A
Differentiating Equation (B-1) with respect to X, setting X to X*, and

using Equation (B-2) yiclds

2 R9TwzR+s R -R1-=0 B-3)
aQ o [o] 1

- SXs : sX

SXp

The problem now is to derive a method for solving Equation (B-3) for i*

The usual Newton-Raphson procedure expands Z g*) in a Taylor secries

about go . A slightly more general approach will be employed here, however,
in order to obtain equations which can be used in the recursive estimator deri-
vation. Instead, each element z, of Z will be expanded in a Taylor series
about an arbitrary reference to be denoted as X i The p X

R R

i'é are not
assumed to be identical to 5(:0 nor to each other. They are assumed only to

be sufficiently close to X* to partially justify the forthcoming series truncation.

The Taylor series result can be placed in the following form:

2(R)=Y-Y _+B_-G,e X*+ HO.T.(X* -8
S2V=L-Lp P ER TR & T HOLAST - 2,

px1  pxl pxs (B~4a)
where

T _| .. l

Yor ™ 1Ye1 Bry) 7 Yep Bip (B~4b)
- T -
S

GR = (B-4c)
'1‘
G

B-6



ORIGINAL PAGE 1S
OF POOR QUALITY

T Ld
S _
={ 0 ' : -4d
Br=\: (B-4d)
T .
Sipp” pp
and
dy .
_ el T - .
Ggpi = 33 . i=1top) (B-4e)
sXx1 -

'fhe last expression on the right side of Equation (B—4a) signifies higher order
terms in the series, In addition ‘o Equr*i~n (B-4a), the Taylor series expansion
of the partial derivative of Z with respc K * is also needed. This can

* be obtained by diffcrentiating Equation (B-4a).

) (B-5)

a‘z X)) = - A*.. -
33(2) Gy +H.O.T. X*-X_,

pPXs

Substituting Equation (B-4) and (B-5) into (B-3), dropping the hig! — order

terms (11,0.T.), and performing some minor algebraic manijpulat  yields

>

16T -
o$'c‘1nw1{11 Teir

}

< T 2
[’o *CGir Wy Gm] e
(B~6)

- )
*Big Gmgos

The previously noted 1 subscripts which signify that the estimate is obtained
from data sct number 1 have been inserted into Equation (B-6) for convenience
in futurc references to the equation.  Also, the optimal cstirpnte will now be

signified merely by ')_: rather than by S* . Tus simplification is being made

B-T7 ‘ »
I<-7) RN Y
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because the * no longer serves a usclul purpose. Also, it brings the current
nolaticn into closer agrecement with that commonly used in Computer Sciences

Corporation reports.
For the remainder of this section, the work can be restricted to the case where
- all reference vectors XR' are identical; XRi =X

2Ri A a

tion (B~4) shows that 1_31

1R

can be replaced by GlR ‘}111 .

where i =1top. Equa-

R
Let Ql be the sxs coefficient matrix on the left side of Equation (B-6).
Equation (B-6) possesses a unique solution if, and only if, Q 1 is nonsingular.
< T
Assuming that both So and G IR w 1 GIR

sufficient condition for nonsingular Q1 is that one or both of the pair be posi-

are at least positive semidefinite, a

tive definite. Positive Jefiniteness of G'fR W, G1R signifies that X is observ-

able from the set 1 vbservations alone. Nonsingularity of Q1 can be assured

by choosing So to be positive definite.

In the nonsingular Q1 case, Equation (B-6) can be solved for 5_(\1 , and the
result written as follows:
A\ A
X.=X + k. ly - ix -l -
=%t K Y17 Yer * Gir ir 80;5 (B-7a)
sxp v
where
K.= P, GL_W
1 71 Yk (B-7b)
SXp
P = -1
159 (B-Tc)
SXS
Q, =S +GT W. G {B-7d)
1 [} IR 1 1R
B-8
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At this point in the development, no special significance can be attached to Q1

and P1 ; they are mercely convenient matrices for use in the equations.

Equation (B-T7) constitutes a slightly generalized form of the usual nonrecursive
least-squares algorithm. When employing this equation for batch processing,
the reference vector X IR normally is sect cqual to the a priori estimate So .
This cnables the GlR matrix on the right sidc of Equation {B-7a) to be dis-
carded. It will be recalled, however, that when deriving Equation (B-7), it
was necessary to truncate the higher order terms of Equations (B-4a) and (B-5).

Thus, the S_E result of Equation (B-7a) will minimize the loss function £

1 1
defined by Equation (B-1) only when 21 is sufficiently close to X,‘ (now
X k ) that the error due to discarding the higher order terms is negli-

=1R
gibly small. An iterative processing operation, called differential correction,

commonly is performed to overcome this difficulty. With this technique, data

" set 1 is passed through the processor several times. The state vector esti-

mate obtained in any given pass becomes the a priori estimate for the following
pass. In order to delineate the operation mathematically, let superscript A
denote the Ath pass through the processor. Equation (B-7) then can be con-

verted to the following form:

gi‘ ’t:-l + A'}tt (B-82a)

:? = Ki ;Xl S (gi-l)z (B-8b)

K;‘ = P’l‘ G, ("i" ) W, (B-8c)

P = [Qﬂ - (B-8d)
X ax-1 T Aax-1

Q =5 +G ( ) W G, (.}1 ) (B-5c)
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and

Iy:g
"
1A

(B-81)

The process is said to have converged when the clements of Ag ? beconie

negligibly small. The iterative operations tend to degrade the meaning and

usefulness of So . Equations (B-8a) through (B-8{) are equivalent to those uscd

by GCONES, except GCONES does not include 'So .

B.4 DERIVATION OF A PRELIMINARY RECURSIVE LEAST-SQUARES
ALGORITIIM

Thz preliminary recursive least-squares algorithm derived in this section is

not the algorithm used in OABIAS. However, it is a necessary by-product in

the present derivation of the OABIAS equation and is of some significance in its

own right,

Assume that data set 1 has been processed, iteratively or noniteratively, and
that the final results 21 and P1 of Ql have been saved. Let data set 2 now
be received. Set 2 contains q scalar observations (q=1). Let the data set
which is comprised of both sets 1 and 2 be den~ted ac set .. Set L contains
r = p +q scalar observations where r = 2. The problem now is to obtain a

new €stimate ﬁ,) utilizing all the observations in set X ; the subscript 2

-
<

signifies that the estimate employs all data sets up to and including set 2. The
batch processing approach to the problem would process the composite set 2.
fn the same way that set 1 was processed. With appropriate changes in sub-
scripts, the equations developed in Section B.3 are applicable to this method.

In essence, the methods minimizes a loss function £__ defined by

T , ‘/\' 'I ‘A /}’
=0,57 . +0, X, - S X, -2 =90
1. =0.57_ W._Z_+0.5 X, Qo‘ o 12 - 8 (B-9a)

rxr rxl

B-10
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where

T _{,T. T )
257121 %y (B-9b)
14
\Vl “12
wW_-= . (B—gc)
BT
\Vlz ‘4\2

The major drawback of this approach is that tl;e resulting 2'~orithm [Equa-

tion (B-7) or (B-8)1 with appropriate changes in subscripts) includes vectors
and mafrices with dimensions equal to the total number of scalar observations r
in set L . This increases the computation and storage requireme=ts, If the
approach is continued when additional data sets come in, these requirements

will increase withoi t bound.

The recursive processing approach to the probl :m uses only the new observa-

N

tions Y_ and the results Sl and P, or Q1 obtained from »srocessing set 1.

2 1
With these approaches :_‘22 is the estimate which minimizes a loss function 1,2
defined by

:

T 4 (o /\'T (5 S )
L = . A . b, - b - -
p =052, W, 2Z,+0.5 X, -%,, §,%-%, (®10
gxq gqx1 sXs

As will be shown later in this scction, the recursive processing approach

requires that \W__ =0, .Comparison of Equation (B-10) with the loss function

12
£ 1 of Equation (B-1) indicates that the batch processing equations developed

in Scction B.3 arc applicable to this case with appropriate changes in subscripts
and thus constitute a valid recursive processing algorithm, However, the

problem of sclecting 8. remains. Arbitrary sclection of S_ , indcpendent

1 1
of So , is undesirable, A better approach is to establish S1 such that the

B-11

6>
G
i’ ‘
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X 9 computed by the recursive method is identical (at least under certain con-
ditions) to the estimate obtained using the batch processing technique which

minimizes .€Z . An algorithm for computing S, as a function of So is

1 .
needed. The remainder of this section is devoted to this problem.

The derivation starts with Equation (B-6G). Alte ring the 1 subscripts to make

the equation applicable to set 2 yields

T T
S +G._ W Ix -x t= ly_ -
[ ot Czr szn] 122 " %01 " Cr Vs Y5 Y 5r * Byy
rxs rxl1 (B-11)
- |
GZR 5201
where
T | T T
Gzr = [Gm GZR] (B-122)
T (. T_T
Y-= {_1 th (B-12b)
T (T _T ]
Xerr™ -{Xcm XcZR} - (B-12c)
T _{,T .T]
Ber = | 1R Ezn; (B-12d)
Wi VW
Wy = W - (B-12¢)
12 2
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For use below, et the corresponding sct 1 equation (3-G) be rewritten in the
following form:

T Q T w ! u
+ = D, ‘ -
[So S ™1 Gm] 38 5 Gr W Y " or T By B

Equation (B-11) now is written in its full form by inserting Equation (B-12).
w w lfc 7 w. -
T T 1 12 [Cir]lls e T T] 12

s +[c G ] [ ] [ J 4 -i} [G G [

o [ IR 2R| [T G 72 %o 1R 2R| | T
Wiw Vo 2R Y | 12 Vs

' R ant } [c } (B-14)
1'2 "‘cZR o

Performing the matrix multiplications in Equation (B-~14), canceling identical

)_?_ o terms where possible, and rearranging the result slightly yields

T T T o
[s * Gm MRt Gzn WoCar * C1r%12C2R * 2meGm] %
T o | l] [ Tol Iy _ l] _
[s Xt 61r"1 %1 " Year * Bini) * [S2r™iz 1Yy “Year * Bypi) (B-19)

) B el
[Gm 12! Y= Yeoor " Bort) * [Crz W21¥3 = Yeon * Boni

Development of a recursive algorithm requires elimination of terms involving
2 Y IR , and an from Equation (B-15). The terms within the

ﬁrst set of brackets on the right side thus are unacceptable. These, however,
are identical to the right side of Equation (B-13) and hence can be replaced by
the left side of (B-13). The remaining uwuacceptable terms in Equation (B-15)
are those inside the second set of brackets on the right side. These involve
the coupling matrix W__ . To obtain the desired recursive processing algo-

12

rithm, WI,, must be restricted to zero,

B-13
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A restriction that all reference voctors §2Ri in set 2 are identical

(?_\zm = .‘_(2R , where i=1toq) now is acceptable. This cnables QzR to be

replaced by G The concept of nonidentical reference vectors was a

2R=2R °
mathematical tool used to avoid the restriction that the same Taylor series
expansion reference vector be employed for both set 1 and set 2. The tool now

has served its purpose in the derivation and is no longer necessary.-

The desired recursive processing algorithm is obtained by implementing the
above-noted operations into Equation (B-15) and performing a few minor

additional algcbraic manipulations. The result is

. L I -l i
8, =% + K, [¥2 ~ Yo * Gor (%2r 21;‘ (B-162)
sxq qxs
K.= P. GL W (B-16b)
2= Py Bap ™2
8XS
P =q (B-16c¢)
2-Q2 10C)
Q =Q. +GL W_gG -16d
2 =9 *Uar Vg Yor (B-16d)
8XS :
where
Q =S +Gl_ W, G (B-17)
1 ™% "% %1 Gir

Equations (B-7) and (B-16) constitute a valid method for processing data sets
1 and 2 scquentially. They can, in fact, be generaliced immediately for
sequential processing of an arbitrary number of data sets. Before doing this,
however, it is desirable to answer the previous question concerning the

corrcet weighting factor S, for Equation (B-10). It should be evident that

i

'

B-14
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direct use of Equation (B-19) to derive an optimal estimate 82 with 21 and
S1 as the a priori inputs would yield results identical to Equation (B-7) obtained
from the £ 1 equation, except the 1 and 0 subscripts would be replaced by 2

and 1, respectively. Equation (B-7d) would now be

— T 14 -
Q, =8, +G,, W, G, (B-18)

The r~sults obtained from Equation (B-~10) should be identical to those of Equa~
tions (B-16) and (B-17). Comparing Equation (B-18) with Equations (B-16d)
and (B-17), it is concluded that

o T
5159 =5, "6 W1 Gr (B-19)

Equation (B-19) is the desired equation for updating S0 to obtain S1 . Itis

=Q ,S_ =Q_, etc.

evident that this result can be extended to yield S 5+ Sy ;

2
Because the variables Q can be replaced by S, their use has become super-
fluous. Also, superscripis 2 and 1 of Equation (B~16) can be replaced by more
general ones j and j - 1., Therefore, the final recursive processing equations

of this section are

=% +k v -y +c_Ix_-% (B-20a)
3Tl 3 T TeilR R TIR. Tl
K =P GL W (B-20D)
i IR
p =st (B-20c)
| I
T Y
= J 3 -
sj S )+ Gm W, (‘J,R (B-20d)
B-15
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B.5 DLERIVATION OF THE RECURSIVE LEAST-SQUARES ALGORITHM USKED
IN OABIAS

Equation (B-20) or the equivalent usually is considered to constitute a poor

recursive processing algorithm because the inversion of an sXs matrix is

required at cach step. They are not used in OABIAS and hence constitute only

an intermediate result in the present development.

In derivirg the OATI1AS algorithm, Equations (B-20c) and (B-20d) first are

combined into

-1

-1 T

P =|P.  +G _ W G, -21
j [1-1 JR j JR] ®=21)

Equation (B-20) now is manipulated using the following matrix identity

-1
; [A'l + BC] =A-£B [1+can)tca (B-22)
with A= Ij—l
T c
B—GjR
C=W_._G
j R
The result is
T 171
P =P P, .G I+W,.G,_ D _G wilG, P B-23
y 1 -1 R [ j IR -1 iR] i{ iR " §-1 ( )

B-16
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Now assume that W is nonsingular and raanipulate the term within the brackets
J

using the matrix identity

pw=[w™ p] (B-24)

The result is

-1
-1 T .
= - _2
P‘ Pj_1 Pj-l GjR [Wj + GjR Pj-l GjR.J GjR Pj-l (3-25)

Equation (B-25) now is substituted into Equation (E-20b) to give

-1
_ T [ T [ oT
K =P %1 G [wj +Gp Py Gm] Oyp Py Gin W,

‘ -1
- T (1wl T T (B-26)
=P, G, 1 le *Gp Py GjR] Gyp Pia qu}wj

-1
~ T [ -1 T
=P Sir [WJ * Gjr Pjm1 Gjn] o

To finish the derivation, Equation (B-26) is substiti.led mto Equation (B-25) to

simplify the cquation for Pj . The final equations for the new processing

algorithm are

b -y e .o
X QJ 1 j ll .\.cjn GJR | jR ﬁj_lh (B-Z"a\
K=p G |wlic, P .Gt -
§ 31 IR LT IR U§-1 TR (B-27b)
Pj =(1- I\j c*j“] P, (B-"70)

B-17
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Assuming that \\'j is passcd to the recursive processor, a processor which
employs Equation (B-27) must intert two p_xp, matrices in each procecssing
I )
step j, whi-re p. is the number of scalar-observations on set j. Only one
] -1
pjxpj matrix inversion is needed if ..e processor is given W_~ | iowever,
)
the observations can be processed one at a time in applications where sll

off-diagonal elemcnts W“u , where u #v , of the weighting matrix- W. can

7
be made zeru. This method avoids matrix i, :rsions and minimizes computer
storage requirements. Assuming the observations to be processed ore at a

time enables Equation (B~27) to be converted into the following form

ych = ycj (X_i R) (B-28a)

G_ - _

sx1

v lwligT p 3 a pP. .G (B-28¢)
5%t SR B Sm) B S |

sx1

p o 1 -K Gl |p (B-28d)

o2 =x by -y -6t ig  -x ! (B-28¢)
3755 05 R T iR 1551 T SR

R =% . +al. -2
8;=8, a8 (B-280)

Unlike the other equation.s of this appendix, Fquations (B-28a) through (B-28f)
have been arranged into a possible sequence for utilization in a computer
routir~, Th~sc equations are the end result of tais appendix and are ihe basic
recursive estimation equations used in OABIAS except for impleracnt modifica-

tions disrussed in < ¢ ion 3.4, v

L-18
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GLOSSARY

The symbols most commonly used in this document are listed below. Refer-

ences are provided to figurcs or cquations in which symbols are defined when-

ever such figures or cquations occur. The most common superscripts,

subscripts, a! ' overhead symlols arc listed at the end of the glossary.

Svmbol

A

BOT

b
pv

Definition

A 3 X 3 matrix which transforms vectors from
frame GI resolution to frame SC resolution
(reference Figure 3-1)

A dihedral Vangle .

The Model 5 dihedral tngle (reference Figure 3-10)
The Model 6 dihedral angle (reference Figure 3-11)
The Model 8 ditedral angle (reference Figure {-13)
The elements of A

A symbol used to indicate either B or B_ in equa-

(0]
tions that arz applicable to both
A 3 X 3 matrix which transforms vectors from
frame HI' resolution to frame SC resolution (refer-
ence Figurc 3-1)

A 3 X 3 matrix which transforms rectors from
frame HO' resolution to frame SC resolution (refec-
encc Figure 3-1)

Defined in Equation (B-4d)

The denominators in the cquations for tan A

tan A tan A

ds !
dc* ! ds

Th~ elements ¢f B
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Symbol Definition
c . Cosine
A ~ A .
D A symbol uscd to indicate cither Dy or Dg in equa-

tioas that arc applicable to both (reference Figure 3-9)

Bl The unit vecter directed from the spacecraft toward the
horizon-in crossing point on the central body surface
D The unit vector directed from the spacecraft toward the
o . . -
horizon-out crossing point on the central body surface
Det The determinant of the 2 x 2 matrix in Equation (3-72a)
Det M The determinant of M
dl’ d2, 63 The components of D along the axes of frame GI
daM T!. vector of the errors in a set of measurements M
dm - The error in element m of M
dy The vector of the errors in a set of observatirns Y
dyj The exrror in element yj of Y
E " The angle generated by Sun sensor‘misalignment €
(reference Figure 3-10); also, expectation operator
e A symbol used to signify a unit vector along an axis of
a reference coordinate frame
Y See Figure 3-9
a

The unit vectors along the axes of frame SS

'e‘l, 39. 33 The unit vectors along ‘he axes of frame GI
AU A | : -
€)» o O The unit vectors along the axces of fram> SC

The “.nit veetors along the axes of frame HI

‘L hie unit vectors aiong the axes of frame HO



Symbol

Fov

Gr'

GI

HI

HI'

HO

HO!
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Definition

Field of view

The partial derivative matrix of computed observation
vector Xc with respect to state vector X

The partial derivative vector of computed observation
Yej with respecet to state vector X ; the jth coiumn
of GT

The gcocentric inertial frame (usually the true-of-date
frame); xgp directed toward the vernal equinox of epoch,
zgp Girected toward the celestial north pole of epoch

The geocentric inertial frame used internally in OABIAS

The partial derivative of computed observation v, with
respect to xn; the nth element of G

The partial derivative matrix of observation vector Y
with respect to measurement vector M

The horizonAdetector line-of-sight frame for in-crossings
Zh1 along LI (reference Figures 3--1 and 3-5)

The horizon detector alignment frame for in-crossings
(reference Figure 3-1) ’

The horizon detector line-of-sight frame tor out-

- [a) :
crossings; ZHO along LO (reference Figure 3-1)

The horizon datector alignment frame for out-crossings
(reference Figure 3-1)

Higher order terms

The effective height of the atmosphere (reference Fig-
ure 3-14)

T
The jth column of 11
The ath clement of hj
ldentity muatrix

G-3
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Definition

The unit vectors along the axes of frame SC
The gain motrix of an estimation algorithm

The gain vector of the estimation algorithm used in
OABIAS

The vector from the spaccceraft to the horizon crossing
point (reference Figure 3-14)

The magnitude of T
The unit vector directed along T

The least-squares loss function {reference Equa-
tion (B-1a)]

" The components of L along the axes of frame GI

The components of L along the axes of frame SC

A matrix whosg\ three rows are the components of the
three vectors S, R ,and D, respectively, along the
axes of frame GI

A vector composed of a set of scalar measurements

«

A subvector of ‘\il

A vector composcd of the four n.casurements Bar s

ts . tm , and tl!O provided in a single telemetry frame

An element of ILI

An element of 1_\_Ij
The unit veetors along the y axes of frames HI and
HO (reference Figure 3-9)

The unit vector along the y axis of frame SS (refer-
ence Figure 3-1) -

c
1
v
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Svmbol Definition
nlll ar’ nllZGI’ nllSGI The components of NH along the axes of frame GI
i A
B sc? Nasc’ MHasc The components of N L along the axes of frame SC

nl, n2, 113

P

pl’ p2

gll 92’ 93

q1’ q2

E
The components of ﬁs along the axes of frame GI

A matrix generated in the estimation computations; usu-
ally considcred to be the estimated covariance matrix

of the error in S

The a priori P matrix

Defined in Equations (3-75¢ and 3-75d)

The inverse P-1 of the estimated cov/griance
matrix P of a state vector estimate X

The columns of the inverse M-1 of the 3 X 3 matrix M
Defined in Equations (3-75e) and (3-75f-)A

The vector from the spacecraft to the center of the cen-
tral body

The magnitude of T
The unit vector oriented in the direction of —ﬁ

Radius of the Earth (reference Figure 3-14)

The vector from the center of the central body to the
effective horizon crossing point (reference Figure 3-14)

The unit vector in the direction of .ﬁe (refcrence Fig-
ure 3-14)

The covariance matrix of a sc. of measurements M



Symbol
RY
Rag.
l\[J

R,R,R

1* 72" 73

Tys Do Ty
Fal
S

S
o

sC

SI

SS, ss

8y Sz’-sa

Ta (xi)

TOP
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Definition

The covariance matrix of a sct of observations )_’

The jth element on the diagonal of RM

The compbnents of R along the axes of frame GI
The components of R along the axes of frame GI
The unit vector along the spacecraft spin axis

The weighting matrix in least-squares loss function zl
[reference Equation (B-1a))

The weighting matrix in least-squares loss function !'2
[reference Equation (B-10)]

The spacecraft-fixed reference frame; Zge along §
(reference Figure 3-1)

The inertial frame with zg; along s (reference Fig-
ure 3-1)

The Sun sensor-fixed reference frame (reference Fig-
ure 3-1)

Sine <
The components of 5 along the axes of frame GI;

e
8, and s, are clements x, and X, of X
A 3 X 3 matrix which transforms vectcr components
fro-a the axcs of an initial frame, a, to those of a new
frame, b, where frame b is generated by rotating
frame a about onc of its axes (x, =x ,y , or z)

i "a’ “a a

through an angle «

The numcrators in the equations for tan A, , tan A,
tan A ds de

d7

Time
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Symbol Definition
tH The time at which a horizen crossing, in or out, is
encountered

tHI The time at which a horizon-in crossing is encountered
tHO The time at which a horizon-~out cressing is encountered
tj The time at which an observation j was obtained
t0 The initial or reference tima
t_ The time at which a Sun sighting is encounter d

>

A
U The unit vector along the Sunline (reference Figure 3-4)
“1’ “2’ u3 The components of ﬁ along the axes of frame GI

~

ui, u'2, ué The components of U along the axes of frame GI'
i? The velocity vector of ti:e spacecraft center of mass
vj The error in observation j

w The observation weighting factor matrix
w; "' The weighting factor for observation j .
w.’i" - The optin.um value of wj [reference Equation (3-11)]
X The truc state vecior o

p
X Thr .mateof X
N

X* The optimal cstimate of X

":R The reference value of X
X S The subvector of X composed of the Sun sensor bias

parameters

~ :
.\_’0 The a priori estimate of X

G-17
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Definition

A vector of "real" observations computed algebraically
from a vector M ‘of measurements

A vector of "computed' observations obtained using a
mathematical model and an estimate of the system's
state vector X

The jth element of Y

The jth element of X(;

The vector of residuals; Z =Y - Xc
The jth element of Z

The right ascension angle of § relative to frame GI
The right ascension angle of § relative to frame GI'

The angle between Sard © (reference Figure 3-4)

The angle measured by the Sun sensor; ideally identical
to 8 (reference Figure 3-4)

The angle between T and § (reference Figure 2-3)

" The angle of horizon detector li- ~of-sight vector T

relative to the detector's reference axis ’iH' ; ideally
identical to ¥ (reference Figure 2-3)

The perturbation in dihedral angle A4 due to horizon
detector misalignment angle GH (reference Figure 3-10)

The perturbation in dihedral angle Ag due to Sun sen-
sor misalignment angle € (reference Figure 3-10)

A time bias in the location of the spacecraft in iis orbit;
clement X0 of X

The correction to state vector estimate :_gj_l or to
reference state vector Ny generated by processing
observation j [reference Eouations (3-3) or (3-12)]

(;"\
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Definition

The bias in Sun angle measurcment; element x8 of X
(reference Figure 3-4) '

The horizon detector alignment error; clement Xy of
X (rcference Figure 2-3)

A bias in the effective angular radius p of the central
body; element x7 of X

The bias on horizon detector azimuth angle ¢H at
horizon-~in crossings

The bias on horizon delector azimuth angle ¢H at
horizon-out crossings

The declination angle of relative to frame GI

v v

The declination angle of relative to frame GI'

The a priori value of §'

The alignment error of the Sun sensor; element x

of X (reference Figure 3-4) 10

The alignment error of the horizon detector; element
X114 of X (reference Figure 2-3)

The angle between horizon crgssing vector D and hori-
zon detector reference axis NH (reference Figure 3-9)

The Sun sensor FOV value (reference Figure 2-1)
90-¢ (rcfercnce Figure 3-10)

The latitude of the horizon crossing location on the cen-
tral body surface

The geocentric latitude of the spacecraft; initial esti-
matc of A
A

A AN
The angle between S-D planc and D-R plane (refer~
ence Figure 3-13)

-
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Definition

The clevation mounting angle of the Sun sensor relative
to the plane perpendicular to the spacecraft's spin axis
(reference Figurce 2-1)

The elevation angle of the Sun relative to the Sun sensor
(reference Figure 2-1)

The angular radius of the central body at the horizon
crossing point as seen from the spacecraft (reference
Figvre 3-8)

The computed value of p

R .S czcant
c2can €H

The variance of the error in the horizon crossing time

measurements
The variance of the error in measurement mj

The variance of the error in the Sun sighting time meas-
urements

The variance of the error in an observation vj

The variance of the error in the Sun angle ﬁM meas-
urements N

Tae variance of the error in the measurements of the
panoramic horizon scanner angle Yg

A
The instantaneous angle between U and the Sun sensor
axis Yss (reference Figure 3-4)

The instantancous rotation angle of the spacecraft in its
spin cycle (reference Firure 3-3

The azimuth alignment ang? between t e Sun sensor and

the horizon detector

The nominal value of c*"

G-10
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Symbo! Definition
1 . .
@ The effective value of ¢ . at horizon-in crossings; cle-
"H . .
ment x5 of X (rcference Figurc 3-5)
0
¢ll The effective value of (bu at horizon-out crossings;
element X5 of X
NN
X U+S secant ¢
apo The rotation angle of the spacecraft in its spin cycle at
reierence time to ; €lement X, of X
w The spacecraft's angular rate about its center of mass;
elen.ent Xy of X
Superscript Definition
GI, GI', etc. Signifies components of vectors along the axes of coor-
dinate frames Gl, GI', etc.
I Signifies a parameter associated with a horizon-in
crossing of the horizon detector
(o) Signifies a parameter associated with a horizon-ouft
crossing of the horizon detector
T Signifies the transnose of a matrix or of a column vector
A Signifies a parameter associated with the Ath iteration
in ¢ iterative processing operation
* Signifies an optimal quantity or estimate
Subscrint Definition
C, c Significs computed
{ Sigmifics final
Gl, GI', ot Used with x,v,z,o0or 1,2, 23 tosignify the axcs

of the indicated coordinate frame

s
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Subscript Definition
1, HI Significs a paramectcr associated with a horizon-in
crossing :
H Significs a paramcter associated with a horizon cross-

ing; usually uscd with symbols that are applicable to
both horizon-in and horizon-out crossings

J Usually signifies a paramcter associated with the proc-
essing of observation duta set }_’j or scalar observation
y

J

M, m Signifies measured

O, HO Signifies a parameter associated with a horizon-out
crossing

o Signifies an a priori or initial value

R Signifies a parameter computed using X = XR

1 Signifies a parameter associated with data set 1 in
Appendix B

2 Signifies a parameter associated with data set 2 in

Appendi:z B

P Signifies the combination of data sets 1 and 2 and
parameters associated with this set in Appendix B

+ Signifies a parameter computed using the pluc sign in
Eauation (3-78)

Overhead Symbols Dcfinition
- Significs a Carlesian vector of arbitrary length
A Signifies a Cartesinn vector of unit length; also, signi-

fics a compuled or estimated variable

G-12
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